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1 Visualization
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Figure 1: The top-10 images returned by SwinFGHash and GreedyHash [1] on the CUB-
200-2011 and Stanford Dogs datasets with binary codes @ 32 bits.

To better understand the validity of the proposed SwinFGHash, we illustrate the top 10
retrieved items returned by SwinFGHash and GreedyHash [1] on the CUB-200-2011 and
Stanford Dog datasets, respectively, as shown in Figure 1. It is clear that the relevance of
the top 10 images returned by SwinFGHash is higher than that of GreedyHash, which means
that SwinFGHash is more user-friendly and useful in real-life scenarios.
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