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1 Supplementary Material
In this supplementary material, we describes additional contents of 4. Experiment section in
main manuscript.

1.1 Additional Results on DPED
Figure 1 displays additional qualitative results on DPED [5] dataset. SRMD[9], IKC[4],
ZSSR [8], K-ZSSR combined with ZSSR and KernelGAN [2], and RealSR [6] are used as
baseline methods. In the Figure 1, we can check that SRMD, IKC and ZSSR make blur
images. K-ZSSR generates unexplainable artifacts, and the results of RealSR have over-
sharpening. On the other hand, our proposed method reduces artifacts and over-sharpening.

1.2 Additional Results on Generalization
Figure 2 shows additional qualitative results on RealSR-V3 dataset [3] dataset, and Figure
3 shows additional qualitative results on DIV2K dataset [1] and CelebA-HQ dataset [7]. To
demonstrate generalization performance of our proposed method, we present the results ob-
tained by testing with the RealSR-V3, DIV2K, and CelebA-HQ on the network trained with
the DPED dataset. The RealSR reconstructs unrecognizable letters, unnatural patterns, and
darker images than the GT. On the other hand, our proposed method provides better struc-
tural information, clear letters, and brightness similar to the GT. As a result, our proposed
method accomplishes high generalization performance.
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1.3 Qualitative Results on Ablation Study
Figure 4 exhibits the qualitative results on 4.3 Ablation Study section in the main manuscript.
One experiment is conducted when only one of the deep noise prior and the deep kernel prior
is applied. Another experiment is conducted depending on where the deep noise prior and
the deep kernel prior are applied in RDB [10]. The other experiment is conducted depending
on the layer where the deep noise prior is extracted from the deep noise prior generator. The
results of other architectures have over-sharpened edge and lack of details in the pattern.
In Figure 4, our proposed architecture represents the better details of the tree branches and
reduces over-sharpening in the letters.
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Figure 1: Additional results on the DPED dataset
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Figure 2: Additional results on the RealSR-V3 dataset
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Figure 3: Additional results on the DIV2K dataset and CelebA-HQ
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Figure 4: Qualitative results on the ablation study
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