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1 Settings

1.1 Dataset
As described in the paper, we use five different datasets. We conduct multi-label classifi-
cation task for NIH Chest X-ray 14 (NIH) [12] , VinDR-CXR (Vin) [9], and MS COCO
(COCO) [7], and single-label classification for Retinal optical coherence tomography (OCT)
[5] and EndoTect Challenge dataset (Endo) [3]. The number of images included in training
and test set of each dataset is described in Table. 1. In case of NIH, we use validation set
of the distributed version as the test set of our experiment because of the absence of test set
label in the distributed version of NIH dataset. Vin dataset only provides 15,000 training
set images with label, hence we randomly sample 3,000 images to use it as the test set of
our experiment. As the same manner, we randomly sample 1,080 images as the test set for
EndoTect dataset.

Dataset Training set Test set
NIH 78,469 11,219
Vin 12,000 3,000

COCO 82,783 40,504
OCT 83,484 968
Endo 9,582 1,080

Table 1: The number of images included in the training and test set of each dataset.

1.2 Implementation of Deep Network
In this section, we describe the setting of the network and its implementation for the exper-
iments. The backbone network used for the feature encoder F is DenseNet 121 [4] for all
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datasets. We pre-train the feature encoder F until it converges to the best performance for
each dataset, then we train the Bias-reducing memory while F being fixed. We set the num-
ber of slots of Bias-reducing memory as 5 multiple to the number of classes of each dataset
(e.g. NIH includes 14 classes, hence the number of memory slots is 70). To pre-train the
feature encoder F and train the Bias-reducing memory, we use Adam optimizer [6] with a
learning rate of 0.0001 and a learning rate decay of 0.7 each epoch. The implementation of
the work is done with Pytorch 1.3.1 [10].

The performance evaluation of the pre-trained network and the one with the Bias-reducing
memory is described in Table. 2 and Table. 3. We measure area under the ROC curve (AUC)
for the multi-label classification tasks, and classification accuracy for the single-label classi-
fication tasks.

Dataset
Pre-trained Network

without Memory
Pre-trained network

with Memory
NIH 0.8487 0.8511
Vin 0.9462 0.9574

COCO 0.9119 0.9201

Table 2: Performance measured with AUC for multi-label classification tasks. The corre-
sponding datasets are NIH Chest X-ray 14 , VinDR-CXR, and MS COCO.

Dataset
Pre-trained Network

without Memory
Pre-trained network

with Memory
OCT 99.37 99.89
Endo 89.08 89.45

Table 3: Performance measured with classification accuracy (%) for single-label classifica-
tion tasks. The corresponding datasets are OCT and EndoTect Challenge dataset.

2 Quantitative Results

2.1 Average Drop Percentage

In this section, we want to verify if the generated visual explanation map highlights critical
regions well that influence the deep network decision. Average Drop Percentage [1] mea-
sures the decrease of the target class prediction score once only the highlighted region of the
visual explanation of the original image is provided as input. Let Y c

i be the prediction score
of the model for class c on the i th original image, and let Oc

i be the prediction score of the
model for class c on the i th image, where the 40% of the top highlighted region of the image
is only provided to the network. The metric is as follows,

AverageDrop% =
N

∑
i=1

max(0,Y c
i −Oc

i )

Y c
i

·100. (1)
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2.2 Percentage Increase in Confidence
Percentage Increase in Confidence [1] measures the frequency of appearance where the pre-
diction score for the target class c increases when the unnecessary region is removed from
the original image. As a complementary metric to Average Drop Percentage, Percentage
Increase in Confidence is as follows,

%Increase =
N

∑
i=1

1Y c
i <Oc

i

N
·100. (2)

Y c
i and Oc

i are as the same as in Eq. 1, and 1x is an indicator function that returns 1 if the
condition x is met.

2.3 Infidelity
Infidelity metric [13] measures the expected mean squared error between the generated ex-
planation perturbed by significant noise and the difference between the original prediction
and the one outputted by the perturbed input. The intuition is, faithful explanation method
should be negatively influenced by significant noise added to an input. If the generated
explanation remains similar to the original one even if the input is completely altered, the
explanation method is not trustworthy. The equation used for the experiment is as follows,

In f idelity = EI∼µI

[(
IT

Φ(f,x)− (f(x)− f(x− I))
)2
]
, (3)

where I is the significant perturbation noise, which is Gaussian random vector for the exper-
iment, Φ is the explanation method, f is the target model, and x is the input image.

2.4 Sensitivity
Sensitivity metric [13] measures the change of explanation when small noise is added to
an input. The intuition is, the generated explanation should remain similar to the original
one even if the input is perturbed by insignificant noise. If not, the explanation method is
considered to be fragile. The equation used for the experiment is as follows,

Sensitivity = max
∥y−x∥≤r

∥Φ(f,y)−Φ(f,x)∥ (4)

where Φ is the explanation method, f is the target model, x is the input image, y is the input
image perturbed by small noise, and r is a hyperparameter, input neighborhood radius, which
is set to 0.02 in the experiment.

3 Discussion on Memory Slot and Address Vector

3.1 Number of Memory Slots
In repeated experiments varying the number of memory slots, we paid attention on two ma-
jor factors. The first is, each memory slot is not to be shared by a single class. That is, we
wanted different semantic (class) information to be stored in different memory slots being
distinguishable from each other. The second is, for the sake of efficient optimization and
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reduction of parameters, we wanted to minimize inactive memory slots. From the prelim-
inary experiments, we have determined the number of memory slots N as 5C, where C is
the number of classes of a dataset (e.g. 70 memory slots for Chest X-ray 14 dataset with
14 classes). Regarding its influence on the performance, reduction of memory slots leads to
faster optimization but it hinders the visualization quality due to sharing of slot by different
classes. Increase of memory slots leads to slow and difficult optimization of the memory
module due to inactive memory slots.

3.2 Memory Slot Activation Observed by Address Vector
The address vector represents change on the memory slot activation depending on the input
image. Figure.1, 2, and 3 are the samples of address vectors p. Fig.1 shows address vectors
obtained from six different images of EndoTect dataset. The ground truth class is the same
for the top three images, and so it is for the bottom three images with another class. Note that
the red circles are the top-n activated slots for different images. We want to demonstrate that
different images that are labeled with the same class show very similar patterns of activating
memory. In addition, the location of the slots activated by different classes is not shared. We
mostly observe 1 to 5 activation peaks for each class regardless of the dataset.
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(a) Memory slot activation for Class A 
(Activated Slot : 1, 17, 21, 85, 113)

(b) Memory slot activation for Class B
(Activated Slot : 10, 29, 49)

Figure 1: Address vectors obtained from six different images of EndoTect dataset. The top
three examples are obtained from three different images that are labeled with the same class.
The bottom three examples are obtained from the other three images being labeled with
another class. The red circles denote the top-n activated slots for each sample.
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(a) Memory slot activation for Class A
(Activated Slot : 7, 21, 32)

(b) Memory slot activation for Class B
(Activated Slot : 35, 48, 66)

Figure 2: Address vectors obtained from six different images of Vin chest X-ray dataset. The
top three examples are obtained from three different images that are labeled with the same
class. The bottom three examples are obtained from the other three images being labeled
with another class. The red circles denote the top-n activated slots for each sample.
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(a) Memory slot activation for Class A
(Activated Slot : 28, 58, 198, 296)

(b) Memory slot activation for Class B
(Activated Slot : 19, 286)

Figure 3: Address vectors obtained from six different images of MS COCO dataset. The
top three examples are obtained from three different images that are labeled with the same
class. The bottom three examples are obtained from the other three images being labeled
with another class. The red circles denote the top-n activated slots for each sample.
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3.3 Spatial Feature Representation Dictionary
We design Laddress in order to store the same semantic information in the same location
of Spatial Feature Representation Dictionary slot and Key Memory slot. A capacity of a
single slot of Spatial Feature Representation Dictionary S is (7× 7× 1024) and the one of
Key Memory K is (1×1×1024). Hence it is harder to train Spatial Feature Representation
Dictionary than Key Memory, and p and ps are not exactly identical. However, we included a
sample figure Fig 4 to show a case where the most highly activated slots of the both modules
being the same. Since we utilize a single slot for generating visual explanation, as long as
Spatial Feature Representation Dictionary and Key Memory store meaningful information
at the same location of memory slot, the visual explanation still can benefit from Spatial
Feature Representation Dictionary reference. We also included Table 4 to show the loss of
Laddress. The value in Table 4 is obtained by averaging the loss in the last training epoch of
each model trained for each dataset. We have observed successful convergence of Laddress
during training, and we assume the noisy activation of irrelevant slots, like as (a) of Figure
4, is the cause of the difference between KL(p′ || ps) and KL(p′ || p).
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(a) 𝑝𝑠 of Image A (b) 𝑝 of Image A

Figure 4: Address vector of Spatial Feature Representation Dictionary (a) and the one of Key
Memory (b) obtained from an image of Vin chest X-ray dataset. The location of the most
highly activated slot is the same for both of the modules.

Dataset KL(p′ || ps) KL(p′ || p)
NIH 5.426e-3 2.618e-3
Vin 6.199e-3 1.713e-3

COCO 6.338e-4 2.568e-4
OCT 3.081e-3 1.374e-3
Endo 1.542e-3 4.536e-4

Table 4: Loss value of KL(p′ || ps) and KL(p′ || p) obtained from the last training epoch of
the proposed model for each dataset.

4 Qualitative Results
We provide more qualitative results in the following four figures. We provide more results
on MS COCO dataset on Figure 5, NIH & Vin dateset on Figure 6, OCT dataset on Figure
7, and EndoTect dataset on Figure 8.



KIM AND RO: VISUAL EXPLANATION OF CHALLENGING CONDITIONED DATASET 7

(a) (b) (c) (d) (e) (ours)
Sh

ee
p

B
ro

cc
o

li
C

lo
ck

K
it

e
C

o
w

M
o

to
rc

yc
le

H
o

rs
e

C
at

Pe
rs

o
n

Figure 5: Qualitative results on MS COCO dataset. (a): Ablation CAM [2], (b): Eigen-
CAM [8], (c): EigenGradCAM [8], (d): GradCAM [11], (e): GradCAM++ [1], (ours):
M-CAM.
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Figure 6: Qualitative results on NIH & Vin dataset. (a): Ablation CAM [2], (b): Eigen-
CAM [8], (c): EigenGradCAM [8], (d): GradCAM [11], (e): GradCAM++ [1], (ours):
M-CAM.
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Figure 7: Qualitative results on OCT dataset. (a): Ablation CAM [2], (b): EigenCAM [8],
(c): EigenGradCAM [8], (d): GradCAM [11], (e): GradCAM++ [1], (ours): M-CAM.
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Figure 8: Qualitative results on EndoTect dataset. (a): Ablation CAM [2], (b): Eigen-
CAM [8], (c): EigenGradCAM [8], (d): GradCAM [11], (e): GradCAM++ [1], (ours):
M-CAM.
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