
MORAWSKI, CHEN, LIN, HSU: NOD (NIGHT OBJECT DETECTION) DATASET 1

NOD: Taking a Closer Look at Detection
under Extreme Low-Light Conditions with
Night Object Detection Dataset (Supplement)
Igor Morawski

Yu-An Chen

Yu-Sheng Lin

Winston H. Hsu

National Taiwan University

1 NOD: Night Object Detection Dataset

1.1 Collection
We collected our dataset with two cameras: Sony RX100 VII and Nikon D750, and because
of that, the NOD dataset can be logically split into two subsets depending on the camera. In
our dataset, there are 4143 images captured with Sony, and 4006 with Nikon. The resolution
of images collected is 5472× 3648 and 3936× 2624 for Sony and Nikon, respectively. All
photos were shot handheld, and most of them were shot in Full Auto mode. Some of them
shot in Shutter Priority mode, especially when there were fast moving objects (e.g. cars) in-
volved. Thus, the images in our dataset show all common culprits of low-light photography:
motion blur, out-of-focus blur, and severe noise. Out of these, out-of-focus and motion blur
occur sporadically, while the degree of noise is indicated by the high ISO shutter speed of
the photos: ISO 6,400 in 89% of images in the Sony set, and ISO 12,800 in 89% of images
in the Nikon set. In both subsets, we observe degradation common in low-light imaging:
out-of-focus blur, motion blur, and intense noise. Moreover, some photos are severely un-
derexposed. The variety of lighting conditions in our dataset is showed in Fig. 1.

1.2 Annotation
To ensure the high quality of bounding box annotation under challenging conditions, we
outsourced data labeling to a company that annotated instances on images enhanced by
MBLLEN [5] in their original resolution. 3210 out of 4143 images in the Sony subset,
and all 4006 of images in the Nikon subset were labeled with bounding boxes for object:
person, bicycle, car. The number of instances for each category is shown in Tab 1. Statistics
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class # instances
person 31,906
bicycle 9,589

car 5,246
in total 46,741

Table 1: Object statistics in our dataset.

of the images and bounding boxes can be found in Fig. 3, 4, 5. Sample images and bounding
box annotation from the dataset can be seen in Fig. 2.

Objects were annotated according to our specifications, shortly summarized below.

• Person - real people, including people in posters, billboards, screens, mirrors; anno-
tated whenever any part of the head from the chin up, front or back, is observed; ex-
cluding human-shaped objects, e.g., mannequins; the bounding box should include: 1)
hair and fake hair, 2) clothing (glasses, pants, dresses, hats); the bounding box should
exclude: 1) any vehicles, e.g., bicycles, motorbikes, 2) objects held by the person, 3)
handbags, 4) backpacks.

• Bicycle - human-powered bicycles, excluding motor-powered bicycles and motor-
bikes; omitted if there is a doubt whether the object is a bicycle or a motorbike.

• Car - including minivans, vans, and ambulances; excluding trucks and buses; omitted
if there is a doubt whether the object is a car or a motorbike: 1) only one tail light is
visible, or 2) only one wheel is visible,

• For all - 1) if the boundary is not visible, e.g., due to partial occlusion, the object should
be still annotated around the most probable boundary, 2) if the object is truncated, the
bounding box should be aligned with the image boundary.

We additionally provide 933 unnanotated images in the Sony dataset. For each set (Sony,
Nikon), we randomly selected 80% of images for the training set, 10% for the validation set,
and another 10% for the testing set, while maintaining the class distribution among the sets,
as shown in Fig. 6.
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Figure 1: Variety of lighting conditions in our dataset.
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Figure 2: Sample images and bounding box annotation from the dataset.
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Figure 3: Histogram of images in the dataset.
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Figure 4: Bounding box count per image.
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Figure 5: Bounding box size in the (a) Sony, and (b) Nikon subsets.
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Figure 6: Proportion of classes in train, validation and test subsets of (a) Sony, and (b) Nikon
subsets.
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Figure 7: First row: patches from the COCO [3] dataset. Second row: patches corruped by
posterization and shot noise.

2 Pre-Training Examples
W define the pre-training task as an image restoration task. In our implementation, we ex-
tracted random patches from images in the COCO [3] dataset, and corrupt them by applying
posterization, from 2 to 8 gray levels, and adding shot noise. Examples of images used in
training are shown in Fig. 7
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3 Implementation Details
We implement all models with PyTorch and Open MMLab Detection Toolbox [1] on 2 Tesla-
V100 32GB GPUs with SyncBN. We use SGD optimizer, and apply a batch size of 8. We
set the learning rate to 1e−4, and use linear warmup policy with warmup ratio 1e−4 for
4 epochs. All models are initialized with COCO weights and trained for at most 90 epochs
depending on the augmentation methods used, unless otherwise specified. In all experiments,
we resize images to 1333×800 pixels while keeping aspect ratio and padding to size divisible
by 32, except for experiments on ExDark [4] where we resize to 1000× 600 pixels. In our
experiments on [4], we initialize UNet from a checkpoint fine-tuned on our dataset, because
of the small size of the training set in [4].

As for the U-Net [7], we modify the original network by replacing ReLU activatations
with Mish [6] layers and adding Batch Norm layers before every activation layer. We ran-
domly extract patches from images in COCO [3] dataset, and corrupt them by applying
posterization, from 2 to 8 gray levels, and adding shot noise. We use Adam [2] as an opti-
mizer, apply a batch size of 64, set the learning rate to 1e−4, and train for 130,000 steps, on
two Teslas K80 12GB.
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4 Qualitative Results
In our paper, we propose to incorporate an image enhancement module into the object de-
tection. In Fig. 8-10, we present examples of images enhanced by the enhancement module.
The images come from the Sony subset.

Figure 8: Left: input image. Right: intermediate representation enhanced by the proposed
image enhancement module.

Figure 9: Left: input image. Right: intermediate representation enhanced by the proposed
image enhancement module.
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Figure 10: Left: input image. Right: intermediate representation enhanced by the proposed
image enhancement module.
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5 t-SNE embeddings
To investigate whether differentiating between the extreme and non-extreme low-light con-
ditions in the way discussed in the paper is meaningful, we visualized t-SNE embedding of
the features extracted by the models in our paper. In the paper, we shown t-SNE emdeddings
of the features extracted by the baseline model trained on the COCO [3] dataset. We further
visualized t-SNE embeddings for all the models in our paper, and found out that our findings
hold for all of them. We show the results for the baseline model and proposed method trained
on the Sony subset, in Fig. 11 and 12, respectively.

(a) (b)

Figure 11: t-SNE embeddings of the features extracted by the baseline model trained on the
Sony subset.

(a) (b)

Figure 12: t-SNE embeddings of the features extracted by the proposed detection-with-
enhancement model trained on the Sony subset.
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