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In this supplementary report, we provide additional details of attention module con-
struction and training hyperparameters along with the results of the experiments conducted
to analyse the effects of different components of dense attention module.

1 Design choices of Attention module
We have used the following configurations for designing the attention module:

1. More importance to higher level attention: Reduction rate defines the number of
output channels in the encoder part of a multi-channel spatial attention module. In a
convolutional network, initial/lower layers learn local features (like edges and corners)
and later/higher layers learn global features (like contours). In order to give more im-
portance to the later layers (i.e., higher level attention), we keep a higher reduction rate
(i.e., higher number of encoder output channels) for the higher attention modules than
for the lower ones. For example, if we divide the network into 4 blocks (where block1
is at a initial-level than block4), block1, block2, block3 and block4 have reduction rates
of 1

4 ,
1
4 ,

1
4 and 1

2 respectively.

2. Kernel size in encoder: Kernel size decides the complexity of attention encoder. To
learn better attentional information, we use a kernel of size 3 × 3, which captures
inter-dependency of neighboring pixels better than a 1× 1 kernel. However, we can
increase kernel size and complexity of the encoder further and thus get even more
effective positional information.

3. Activation function: We apply activation on the output of the encoder before pro-
viding it as input to the decoder. We observe that different activation functions have
different effects on the learning of transferable attentional information. Due to its
smooth gating functionality, Swish [5] is more effective than other commonly used
activations like ReLU [4] and sigmoid etc.
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4. Number of layers in encoder and decoder: We use only one convolutional layer in
the encoder and decoder modules to demonstrate that, even at minimal complexity, it
is possible to learn very effective and transferable attentional features.

2 Additional Experiments

2.1 Effect of increase in accuracy of teacher on training student:
A teacher network, equipped with dense attention module, has slightly higher accuracy than
that without dense attention. In section 4.2 of the main paper, we have claimed that this
slight difference in teacher’s accuracy have very little effect on student improvement.

In order to validate this, we use ResNet50 with dense attention (ResNet50-DATN) as
teacher and MobileNet as student for methods like AT [7] and Margin-ReLU [2]. Results
are shown in Table 1. Here, we see that the accuracy of MobileNet improves very little even
when we use ResNet50-DATN as teacher. We have other results in support of our claim:

1. In Table 7 (Deep teacher to ResNet18) in main paper, we see that the absolute differ-
ence in Top-1 accuracy between ResNet152 (Top-1 error: 21.69) and ResNet34 (Top-1
error: 26.69) is 5, yet student (ResNet18) trained by them has lower improvement in
accuracy. For AT [7], there is degradation of accuracy. For Margin-ReLU [2], im-
provement is an absolute 0.91. For Dense-ATN, it is an absolute 1.02. This shows that
the rate of improvement in student accuracy is much lower compared to the rate of
improvement in teacher accuracy. This is because the student model has much lower
capacity compared to teacher, hence its rate of improvement is much lower compared
to teacher.

2. In Table 3 (Results on Places365) and Table 4 (Results on CUB) in main paper, dif-
ference in accuracy of teacher with and without dense attention is negligible. Yet, our
method gives significant improvement over previous state-of-the-art methods.

Teacher Student
ResNet50 ResNet50-DATN MobileNet

Method Top-1 Top-5 Top-1 Top-5 Top-1 Top-5
Baseline(no transfer) - - - - 30.78 11.08

AT[7] 23.84 7.14 - - 30.44 10.67
AT[7] - - 22.73 6.40 30.26 10.48

Margin-ReLU[2] 23.84 7.14 - - 28.75 9.66
Margin-ReLU[2] - - 22.73 6.40 28.42 9.51

Dense-ATN - - 22.73 6.40 25.93 8.14

Table 1: Results of MobileNet (student) when using ResNet50 with dense attention
(ResNet50-DATN) as teacher: Slight increment in accuracy of the same teacher network
has little effect in increasing accuracy of student network.

2.2 Multiplicative Attention is more transferable than Additive
Attention

Output of the attention-decoder module can be multiplied with feature maps (like in Eqn. 3
in main paper), or it can be added up like in Double Attention [1]. We term the first type of
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attention as multiplicative attention, and the later type as additive attention.
Here, we experimentally show that multiplicative attention (like Dense-ATN) is more

transferable than additive attention. We have tried the following additive variants:

1. Direct Addition (No sigmoid): Output of decoder is added to feature maps directly,
i.e., output of Eqn. 2 (in main paper) without sigmoid is added to xi.

2. Sigmoid-Addition: Sigmoid function is applied on output of decoder and then added
to feature maps, i.e., output of Eqn. 2 (in main paper) is added to xi.

3. Double Attention [1]: It is an additive attention and is useful for increasing accuracy
of a network in stand-alone fashion.

From the results shown in Table 2, we hypothesize that, multiplication of attention-maps
with feature maps is more helpful to learn transferable attention maps than doing addition.

Teacher Student
(ResNet50) (MobileNet)

Attention variant Top-1 Top-5 Top-1 Top-5
Direct Addition (No sigmoid) 23.31 6.89 26.85 8.63

Sigmoid-Addition 23.55 6.72 26.75 8.43
Double Attention [1] 23.12 6.59 28.02 9.33

Sigmoid-Multiplication (Ours) 22.73 6.40 25.93 8.14

Table 2: Multiplicative vs Additive Attention: Multiplication of sigmoid attention is more
transferable than additive attention.

2.3 Improvement in Teacher-Student Similarity:
In knowledge distillation, knowledge learnt by teacher network helps the student network
to improve its accuracy. In other words, knowledge transfer method is meant to increase
similarity between teacher and student output distributions, thus increasing its accuracy as
by-product. Hence, we also report the similarity score between teacher and student in or-
der to measure the effectiveness of the knowledge transfer method. One standard way of
measuring similarity between two output distributions is KL-divergence. Lower the value
of KL-divergence, better the similarity. In Table 3, we report KL-divergence between Mo-
bileNet (student) and ResNet50 (teacher). We compare our method against Margin-ReLU
[2], which gives best result among existing methods on ResNet50-MobileNet pair.

Method KL-Div with Teacher Top-1 Error(%)
Baseline 0.491 30.78

Margin-ReLU[2] 0.362 28.75
Dense-ATN 0.321 25.93

Table 3: KL-divergence between MobileNet(student) and ResNet50(teacher) probability
outputs.

2.4 Determining reduction rate of attention blocks:
We keep a higher reduction rate for final attention block compared to the internal blocks, in
order to reduce overfitting in internal layers. For example, if reduction rate of the final block
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is 1
4 , then for internal layers it will be 1

8 . Here, we experiment with different reduction rates.
Results are shown in Table 4. We see that, when reduction rate of the final block is 1

2 (and
for internal blocks it is 1

4 ), the network is able to learn the best transferable attention maps.

Teacher Student
(ResNet50) (MobileNet)

Reduction Rate Top-1 Top-5 Top-1 Top-5
1/4 22.79 6.42 26.20 8.36
1/2 22.73 6.40 25.93 8.14
1.0 23.63 6.30 26.04 8.16

Table 4: Effect of reduction rate: first column represents reduction rate of final attention
module. Hence, we fix reduction rate = 1

2 for all other experiments.

3 Training Hyperparameters

3.1 Teacher training:

In most knowledge distillation methods, the teacher network is not modified. In this work,
we modify the original network with dense multi-channel spatial attention modules. The
modified network is trained using the standard hyperparameters for that dataset. For exam-
ple, in case of ImageNet, the teacher network is trained from scratch for 100 epochs with
the standard learning hyperparameters. In case of CUB [6], the teacher network is initialized
with ImageNet weights and trained for 100 epochs.

It should be noted that the addition of attention blocks does not significantly improve the
accuracy of teacher network, rather they act as better knowledge extractors for training the
student network.

3.2 Student training:

For ImageNet, Places365 and CUB dataset, we train the network for 100 epochs, use a batch
size of 256 and employ Stochastic Gradient Descent (SGD) as the optimizer. The initial
learning rate (lr) is 0.1 and the learning rate is decayed by 0.1 after every 30 epochs. Initial
value of β is 1000 and decayed by 0.25 at every 30 epochs.

For smaller subset of ImageNet, i.e. 10% of ImageNet dataset, we follow the hyperpa-
rameters used in [8]. The network is trained for 200 epochs, with initial learning rate of 0.1,
and lr_decay of 0.1 at 140, 160 and 180 epochs. β value is also decayed by 0.25 whenever
learning rate is decayed.

For CIFAR100 [3] dataset, the network is trained for 200 epochs, with initial learning
rate of 0.1, and lr_decay of 0.1 at 100 and 150 epochs. Initial value of β is 1000 and decayed
by 0.30 whenever learning rate is decayed.

For data augmentation we use horizontal flips and random crops. In all cases, attention
module is placed at the end of a residual block. Reduction rate for these modules are: 1/4,
1/4, 1/4 and 1/2 respectively.
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3.3 Choice of β value:
β is loss multiplier for attention (see Eqn. 7 in main paper). It is important to mention
that the β value needs to be decayed. We start with a β value of 1000 and use a β decay
rate of 0.25 for all experiments. The β value is decayed whenever there is a learning rate
decay. If we don’t use β decay, then at later stages of training, the student network overfits
to the teacher attention maps, thus increasing the generalization error. This strategy is also
followed in [7].
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