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1 PropMix Algorithm
SOTA noise-robust classifiers [1, 2, 3] are formed by an ensemble of two classifiers, where
the classifier structure is the same, but their parameters are denoted by θ(1),θ(2) ∈ Θ.
The training for θ(1) influences θ(2) and vice-versa, where this can be achieved by co-
training [1, 2] or student-teacher [3] approaches. Our training relies on co-training. The
estimation of class prediction for label estimation and evaluation are given by the average
outputs of the models. The pseudo-code for the training of PropMix is shown in Algorithm 1.
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Algorithm 1: PropMix (PM)
1 D, number of epochs E, clean sample threshold τ , hard sample threshold τ ′

// Self-supervised pre-training

2 fφ (x),{Nxi}
|D|
i=1 = PreTrain(D)

// Warm Up
3 pθ (y|x) = WarmUp(D, fφ (x))
4 while e < E do

// Estimate sets of clean and noisy samples
5 for i = {1, ..., |D|} do
6 Estimate p(clean|`i,γ), with `i =−y>i log pθ (.|xi)
7 end
8 X ,U=FormCleanNoisySets({p(clean|`i,γ)}|D|i=1 ,τ)

// Estimate sets of hard noisy and easy noisy samples
9 for i = {1, ..., |U |} do

10 Estimate p(hard|y∗i (c),γ), with y∗i (c) =c∈Y p(c|xi)
11 end
12 UH ,UE =FormHardEasySets({p(hard|y∗i (c),γ)}

|U |
i=1,τ

′)
13 for b=1 to B do
14 {x̂b,m}M

m=1 = DataAugment(xb ∈X ,M)
15 {ûb,m}M

m=1 = DataAugment(ub ∈ UE ,M)

16 pb =
1

2M

M,2
∑

m=1,k=1
f (x̂b,m;θ(k))

17 qb =
1

2M

M,2
∑

m=1,k=1
f (ûb,m;θ(k))

18 ŷb = TempShrp(wbyb +(1−wb)pb;T )
19 q̂b = TempShrp(qb;T )
20 end
21 X̂ = {x̂b,m, ŷb}M

m=1, ÛE = {ûb,m, q̂b}M
m=1

22 D̂ = ProportionalMixUp(X̂ , ÛE )
23 Update θ(k1), θ(k2) with L from (5)
24 end


