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1 Experiment details

1.1 Network Architecture

We present a detailed description of the architecture of our overall model in Table 1. We
describe each layer with its input/output features’ names, channel numbers, batch normal-
ization, activation function, and down/upscale. For all convolutional layers, kernel size is
set to 3× 3, except for filter generating networks. All max-pooling layers have both kernel
size and stride set to 2× 2, resulting in the output features being downscaled with a factor
of 2. Similarly, all Upconv. layers, implemented with transposed convolutional layers, have
an upscaling factor of 2. X = (Xt−(δ−1), ...,Xt), Ẑ, and Ŷt+1 denotes input video sequences,
output features of GCPN convolved with the filter kernels from LFMN, and estimated future
frame, respectively.

1.2 Comparison with state-of-the-art methods

This section shows more visual examples of next frame and multi-frame prediction results
on Caltech pedestrian [2] and UCF101 [5] datasets. All our models are trained for the next
frame and multi-frame prediction given 4 input frames.

1.2.1 Next frame prediction.

Fig. 1 shows the next frame prediction with state-of-the-art methods.
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Table 1: The architecture of our overall network. C_in, C_out denotes the number of chan-
nels of the input and output features, respectively. BNorm and Act. means batch normaliza-
tion and activation function. {·,·} denotes concatenation operator.

Encoder

Layer/Output C_in C_out BNorm Act. DownScale Input

conv_E1a 12 64 ◦ ReLU - X
conv_E1b 64 64 ◦ ReLU - conv_E1a
pool_E1 64 64 - - ◦ conv_E1b

conv_E2a 64 64 ◦ ReLU - pool_E1
conv_E2b 64 64 ◦ ReLU - conv_E2a
pool_E2 64 64 - - ◦ conv_E2b

conv_E3a 64 64 ◦ ReLU - pool_E2
conv_E3b 64 64 ◦ ReLU - conv_E3a
pool_E3 64 64 - - ◦ conv_E3b

conv_E4a 64 64 ◦ ReLU - pool_E3
conv_E4b 64 64 - - - conv_E4a

Decoder

Layer/Output C_in C_out BNorm Act. Upscale Input

conv_D4a 128 64 ◦ ReLU - {conv_E4b, Ẑ}
conv_D4b 64 64 ◦ ReLU - conv_D4a

upconv_D3 64 64 ◦ ReLU ◦ conv_D4b

conv_D3a 128 64 ◦ ReLU - {upconv_D3, conv_E3b}
conv_D3b 64 64 ◦ ReLU - Conv_D3a

upconv_D2 64 64 ◦ ReLU ◦ Conv_D3b

conv_D2a 128 64 ◦ ReLU - {upconv_D2, conv_E2b}
conv_D2b 64 64 ◦ ReLU - conv_D2a

upconv_D1 64 64 ◦ ReLU ◦ conv_D2b

conv_D1a 128 64 ◦ ReLU - {upconv_D1, conv_E1b}
conv_D1b 64 64 ◦ ReLU - conv_D1a

Ŷt+1 64 3 - - - conv_D1b

(a) PredNet [4] (b) MCnet [6] (c) ContVP [1] (d) Liu [3] (e) Ours (f) Ground-truth
Figure 1: Qualitative comparisons of the predicted next frame on the Caltech Pedestrian and
UCF101 dataset.
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1.2.2 Multi-frame prediction.

Fig. 2, 3, and 4 compare multi-frame predictions of our best model (i.e our model trained
with GCPN and LFMN) with state-of-the-art methods.

T = 1 T = 3 T = 5 T = 7 T = 9 T = 11

Figure 2: Multi-frame prediction on the Caltech pedestrian dataset. From top to bottom:
results of PredNet [4], MCnet [6], ours with LFMN and GCPN, and ground-truth frame.
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Figure 3: Multi-frame prediction on the UCF101 dataset. From top to bottom: results of
PredNet [4], MCnet [6], ours with LFMN and GCPN, and ground-truth frame.
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Figure 4: Multi-frame prediction on the UCF101 dataset. From top to bottom: results of
PredNet [4], MCnet [6], ours with LFMN and GCPN, and ground-truth frame.

1.3 Analysis

Qualitative evaluation. Fig. 5 presents an example of qualitative prediction results using
our method. Similar to previous works [6], we show the predicted frame and optical flow [7]
extracted from the predicted frames. The predicted frame and extracted flow map show that
our method is able to capture the global and motion information effectively.

(a) Our Prediction (b) Ground Truth (c) Optical Flow

Figure 5: Qualitative evaluation of the proposed method on Caltech pedestrian dataset.
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