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Results on Office-Home dataset. Table 1 summarizes the results for Office-Home dataset
[10] using ResNet-18. Proposed method (MGFA) provides a gain of 1.08% over the baseline
model in terms of overall(average) accuracy. In comparison to other methods, MGFA shows
the second-best performance in overall accuracy with a minor difference in accuracy of 0.3%
with the best performing method (CrossGrad). MGFA records the best recognition accuracy
of 74.3% in A,C,R→ P shift. Moreover, MGFA delivers the second-best performance in all
other domain shifts.

OH Art (A) ClipArt (C) Product (P) Real (R) Average

MMD-AAE[5] 56.5 47.3 72.1 74.8 62.7
JiGen[2] 52.15 45.86 70.86 73.15 60.51

CrossGrad[8] 58.4 49.4 73.9 75.8 64.4
AGG(Baseline) 57.26 48.01 72.7 74.12 63.02

Ours 58.09 48.63 74.30 75.41 64.10

Table 1: Domain generalization results on Office-Home (OH) dataset [10] with recognition
accuracy (%) using ResNet-18 [3] architecture. Numbers in red and blue denote the best and
the second-best performance, respectively.

t-SNE visualizations. We visualize the deep features using t-SNE algorithm when a model
is trained in single source settings (Fig. 1 & Fig. 2). In both figures, the left column dis-
plays feature embedding extracted from the baseline, and the right column visualizes feature
embedding extracted from our method (MGFA). In Fig. 1 we can see that, in MGFA, the
deep features from all classes make compact and concentrated clusters. However, in base-
line model, the deep features from at least three different classes form clusters that have
intersecting segments.

Fig. 3 visualizes deep features using t-SNE algorithm [6] when a model is trained in
multi-source settings (art-painting, photo, sketch). The left column displays feature em-
bedding extracted from the baseline, and the right column visualizes feature embedding ex-
tracted from our method (MGFA). In case of MGFA, we notice that the deep features from
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different classes make compact clusters. So, they are possibly more separable from each
other and in turn could facilitate the learning of a more generalizable classifier across do-
mains. On the contrary, in baseline, features from different classes form clusters with many
overlapping segments.

Fig. 4 visualizes the same deep features as in Fig. 3 but from the perspective of domain
labels. Each color denotes a particular domain in PACS dataset [4]. We can observe that,
compared to baseline, in MGFA, the deep features from different domains are better over-
lapped with each other. This shows that the proposed method attempts to remove domain
differences by potentially bridging the domain gap through performing mode-guided feature
augmentations.

Figure 1: Visualization of deep features using t-SNE algorithm [6] when trained in single
source settings (cartoon). Each color denotes a particular class in PACS dataset [4]. Left:
feature embedding extracted from the baseline. Right: feature embedding extracted from our
method (MGFA).
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Figure 2: Visualization of deep features using t-SNE algorithm [6] when trained in single
source settings (art-painting). Each color denotes a particular class in PACS dataset [4]. Left:
feature embedding extracted from the baseline. Right: feature embedding from MGFA.

Figure 3: Visualization of deep features using t-SNE algorithm [6] when trained in multi-
source settings (art-painting, photo, sketch). Each color denotes a particular class in PACS
dataset [4]. Left: feature embedding extracted from the baseline. Right: feature embedding
extracted from our method (MGFA).
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Art Photo Sketch

Figure 4: Visualization of deep features using t-SNE algorithm [6] when trained in multi-
source settings (art-painting, photo, sketch). Each color denotes a particular domain in PACS
dataset [4]. Left: feature embedding extracted from the baseline. Right: feature embeddings
from MGFA).

Proof of proposition 1. In the following, we provide proof for proposition 1 stated in the
paper.

Proposition 1 Suppose that ûi ∼ N (ui,γΣyi). Then we have an upper bound of L∞, given
by [11]:
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Proof. Based on the definition of L∞ in Eq. 1, we can have:
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In the above proof, the Inequality (3) follows from Jensen’s inequality E[logX ] ≤ logE[X ],
since the logarithmic function log(.) is concave. Further, the Eq. 4 is obtained by using the
moment-generating function:

E[etX ] = etµ+ 1
2 σ2t2

,X ∼N (µ,σ2), (6)

this is because zT
jyi

ûi +(b j−byi) is a Gaussian random variable, i.e.,

zT
jyi

ûi +(b j−byi)∼N (zT
jyi

ui +(b j−byi),γzT
jyi

Σyiz jyi) (7)

Reconstructing augmented versions. We brief the procedure to reconstruct the augmented
versions into pixel space. Since there is no closed-form inverse function for CNNs like
ResNets, we resort to an algorithm [11] that acts in a way similar to [7] and [9], which
fixes the weights of network and instead optimizes the network inputs to search the images
corresponding to deep features. As our method perturbs deep feature representation of an
image to construct the augmented versions, we therefore find it more effective to add a fixed
pre-trained generator (BigGAN[1] on ImageNet) to obtain images for classification model
and optimize generator inputs. Specifically, the reconstruction procedure comprises of two
stages.

In first stage, given we have a random variable l which is normalized with mean and
standard deviation to get l̃ and then passed through the generator G to get G(l̃). We sample
an xi from a domain of a dataset (such as Photos of PACS). Both G(l̃) and xi are passed
through a pre-trained CNN (on Photo domain images of PACS dataset) to obtain respective
deep feature vectors f (G(l̃)) and ui. Now, the first stage searches for li corresponding to xi
by jointly minimizing the squared L2 losses in pixel and deep feature spaces:

li =l ‖ f (G(l̃))−ui‖2
2 +η‖G(l̃)− xi‖2

2, (8)

where η is a hyperparameter that adjusts the contribution of two losses.
In the second stage, we first produce the augmented version ûi corresponding to ui. Then

we search for the the corresponding l̂i using the starting point li found in stage 1 through
minimizing l̂ ‖ f (G( ˜̂l))− ûi‖2

2.
Theoretical complexity. We now describe on how we obtain the theoretical computational
complexity for showing that our method incurs little extra computational overhead during
the training process. Recall that the proposed method builds on two major components:
searching for meaningful examples and augmenting them efficiently. In case of a single
example, the computational complexity of the first component is O(d2) and the second one
is O(d2C), where d is the dimensionality of the features produced by the penultimate layer.
Compared to our single-source baseline (ResNet-18/50), which is a CNN with L layers,
does O(d2K2HWL) number of operations, where K is the filter size, and H,W define the
resolution of feature maps.
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