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1 Introduction
In the following we provide additional details and results for our approach.

2 Datasets
MARS [15] is a large-scale Re-ID dataset consisting of 1261 identities and 20,715 tracklet
under 6 camera views of a single scene and is considered as the largest contemporary video
Re-ID benchmark. LPW [10], considered a more challenging dataset in terms of relative
Re-ID performance [10, 13], contains around 2,731 identities and 7,694 tracklets across
three scenes, where each identity is captured by 2 or 4 cameras. We provide 1261 and
3771 supplementary action labels corresponding to the tracklist present in MARS and LPW
respectively. Despite MARS [15] and LPW [10] being selected as containing higher action
variations than other Re-ID datasets surveyed, the imbalance in the action distribution per
dataset remains significant (Table 1). In general, there are no alternative datasets across the
action recognition domain that additionally meets the desired qualities for effective Re-ID
evaluation (i.e. multiple non overlapping cameras, challenging outdoor surveillance scenes
comprising 1000+ subjects).

3 IDentification Network (IDN)
Our IDN branch is trained using combined person ID labeling and deep metric learning
(DML) losses that are used to learn the embedding features to effectively capture semantic
similarity knowledge between data points, knowing that each video C consists of set of
images (I1, I2, ..., Im) with one ID label Cid . The optimisation of this IDN sub-network is
guided by the use of four loss functions IDL, RLLL, centerL and EL to produce optimal person
features representation for the Re-ID process [2]. Most recent Re-ID approaches [2, 7, 8]
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use a modified version of the cross-entropy loss to prevent overfitting, Label Smoothing (LS)
[11], as it encourages the model to be less confident on the training set in order to enforce
generalisation to unseen examples. This loss is usually called identification (ID) loss, as it
calculates the loss of predicted ID to the truth labels, defined as:

IDL =
N

∑
i=1
−qi log(prei). (1)

where N is the number of person subjects and, given a video of person i, prei is the ID
prediction likelihood of class i and qi is constructed as follows:

qi =

{
1− N−1

N ε, if i = y
ε

N , otherwise
(2)

where y as the ground-truth ID label and ε is used to encourage the model to be less confident
on the training set.

In addition, we make use of deep metric learning (DML) that uses the embedding ex-
tracted by the model to learn semantic similarity information among data points, which can
boost the model learning, such as center loss [14], triplet loss [9] or rank list loss [12]. Our
model is trained using Ranked List Loss (RLL) [12] and center loss [14] as embedding loss
functions.

The RLL [12] learns a hypersphere for each class and forces the distance between a
positive Re-ID pairing to be smaller than a constant margin. Learning the hypersphere for
each class will avoid intra-class data distribution that may occur in other loss functions, such
as triplet loss [9]. Forcing a distance between negative samples to be greater than specific
threshold α , whilst positive samples are pulled closer than a threshold of α−m, where m is
the margin. The RLL loss can be defined as the following:

RLLL (xc
i ; f ) = (1−λ )LP (xc

i ; f )+λLN (xc
i ; f ) (3)

where LP is used to minimize the distance between positive samples and create hyper-sphere
of each class, LN is used to push negative samples beyond the boundary α and λ is used to
balance the optimization of positive and negative objectives. Consequently, center loss [14]
is also applied to support the RLL loss by learning the centre of the deep feature represen-
tation for each class and decrease the distances between the embedding and the class they
belong to. The center loss can be defined as the following:

centerL =
1
2

B

∑
i=1
|| fi− cyi ||

2
2 (4)

where yi is the label of video i in the mini-batch, while cyi is the class center of its deep
features and B is the batch size. The use of center loss supports the intra-class distance
minimisation by the RLL loss [12].

One of the main issues ID loss adversely effecting Re-ID is occlusions. The use of Ran-
dom Erasing Augmentation (REA) [17] deals with this issue in Re-ID videos by randomly
erasing a rectangular region within the training imagery during learning. This type of aug-
mentation deals with the partial occlusion and improves the generalisation ability of Re-ID
model. To enhance the impact of this augmentation strategy, a high attention score is given
to the frame containing the erased region. Following the methodology proposed by [8], by
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labelling the erased frames EraseL by 1 and others by 0 the Erasing-loss EL can be calculated
as the following:

EL =
1
T

T

∑
t=1

EraseL at
i (5)

where at
i is the frame level score given by the temporal attention.

The IDL and RLLL play different roles to guide the model to produce a robust feature
representation for person Re-ID. The IDL supports the model to learn more discriminative
features, while the RLLL is used to make similar samples closer in the embedding space and
make dissimilar samples have greater separation using a predefined distance measurement.
The EL guides the model to deal with occlusions in the video. Consequently, these loss
functions appear with equal weight and different roles in IDN total loss function. On the
other hand, the centerL is used as support for RLLL to find the center of each class, following
the suggestion of [7] we set the weight of the center loss to β .

4 Ablation Studies

We compare our secondary action recognition task performance against leading contempo-
rary action recognition techniques, that have been similarly adapted with an IDN Re-ID
branch output and multi label action recognition (Table 1) - our proposed multitask tech-
nique is shown to offer superior action recognition performance. We also compare against
alternative strategies for dealing with dataset imbalance (Table 2), where our approach is
shown to offer comparable performance to the use of CB loss [3] for Re-ID alone but lesser
performance for the secondary task of action recognition across the board.

Methods
Re-ID Action

rank-1 (mAP) mAP recall f1
VTN[4] (WBCE) 0.1(0.4) 22.52 33.33 26.88
TEA [5] (WBCE) 65.22(53.00) 46.88 39.84 41.33
Ours (WBCE) 92.72 (86.29) 42.40 47.22 49.20

Table 1: Ablation comparison for action recognition against state-of-the-art for 3 actions
recognition on MARS [16].

Methods Re-ID Action
rank-1 (mAP) mAP recall f1

Ours + DiscCentroidsLoss [6]+BCE 91.63(84.82) 27.44 15.05 16.71
Ours + CB loss [3] 93.15(87.06) 28.66 4.2 7.07
Ours + imbalance sampler[1]+BCE 86.36(76.12) 24.21 15.60 16.85
Ours + WBCE+ Lcenter 92.17 (86.21) 27.55 16.51 17.82

Table 2: Ablation comparison on dealing with dataset imbalance for 8 Actions recognition
problem: MARS [16].
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