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1 Summary of Related Works

We categorise and highlight the key contributions of past works in Table 1. Nevertheless,
there still exists several common drawbacks that can be improved. To elaborate, most works
attempt to alleviate the scale variation problem by convolving feature maps of different scales
instead of varying and adjusting the receptive field on a feature map of specific scale which
is less computationally expensive. In addition, feature fusion operations adds complexity to
the process of scene understanding by introducing a higher degree of unimportant semantics
such as background information or noise into the feature maps which can deteriorate detec-
tion performance. Thus, we propose a novel object detection architecture which unifies a
multi-scale feature fusion module utilising atrous convolutions with a self-attention mecha-
nism to enhance backbone features by applying strict attention onto important semantics.

2 Experiments

In this section, we include additional experiments that have been carried out to assess the
performance of the proposed approach which we could not fit in the original paper.

Modularity of DIL. Firstly, we analyse the impact of utilising atrous filters (or DIL mod-
ules) in a multi-branch and multi-level scheme. Here, we performed extensive tests on sev-
eral state-of-the-art object detectors by comparing the results obtained with and without the
integration of the DIL module as a neck (i.e. between the backbone and detection layers).
Table 2 tabulates the results before and after integrating DIL using the COCO evaluation met-
rics on the MS COCO val2017 validation set. From these tabulated results, we can observe
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’ Category

Author Framework

Highlights

One-stage

Liu et al. [8] SSD

- Uses a set of default anchor boxes
with different aspect ratios and scales
to discretize the output space of bound-
ing boxes

Redmon et al. [10] YOLO

- Predicts both confidences for multiple
categories and bounding boxes from
the whole topmost feature map in one
evaluation

Two-stage

Girshick et al. [5] RCNN

- Region proposals are extracted using
selective search before detection in a
CNN-based network

Renetal. [11]  Faster-RCNN

- Region proposals are extracted using
a CNN-based network

Cai & Vas-

Cascade-RCNN
concelos [1]

- Uses a sequence of detectors trained
with increasing IoU thresholds

Multi-scale

- Uses a pyramidal architecture with
bottom-up and top-down pathways
with lateral connections for feature ag-
gregation

- Proposes a multi-level feature pyra-
mid network using feature fusion and
thinned u-shaped modules

- Proposes a weighted bi-directional
feature pyramid network

- Uses atrous spatial pyramid pooling
(ASPP) to resample a given feature
map at varying atrous rates prior to con-
volution

- Proposed a convolutional block con-
sisting of several multi-branch convo-
lution layers with different kernels and
dilated pooling layers

Lin et al. [6] FPN
Zhao et al. [13] M2Det
Tan et al. [12] EfficientDet
Chen et al. [3] DeepLab
Liu et al. [7] RFBNet
Qiao et al. [9] DetectoRS

- Proposes switchable atrous convolu-
tions (SAC) in the backbone and a re-
cursive feature pyramid (RFP) at the
model neck

Transformer

Dosovitskiy et al. [4] ViT

- Inputs a sequence of patches of an im-
age into a transformer module for im-
age classification

Carion et al. [2] DETR

- Uses a set-based global loss that
forces unique predictions via bipartite
matching and a transformer encoder-
decoder architecture for box predic-
tions

Table 1: An overview of the prominent works of object detection with deep learning
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that the DIL module acting as the model neck potentially improves features of the backbone
network before these features are channeled into the detection heads. In detail, the addition
of the DIL module increases the average precision scores of the analysed object detectors
anywhere between 0.7 and 2.1 percentage points. Although the addition of the DIL module
increases the model complexity, results from Table 2 reveal that its impact on the computa-
tional overheads were minimal as the differences in inferencing speed (i.e., frame rate per
second or FPS) with and without the DIL module were trivial. This showcases the advan-
tages of DIL in generating substantially effective features and simultaneously maintaining

computation efficiency with simple modularity across various object detectors.

Method Backbone DIL FPS Avg. Precision, IoU  Avg.Precision, Area
0.5:095 0.5 0.75 S M L
SSD300 VGG-16 No 41 25.6 438 263 6.8 278 422
SSD300 VGG-16 Yes 27 274 454 284 88 293 439
YOLOv3 DarkNet-53 No 57 27.9 492 283 105 30.1 43.8
YOLOVv3 DarkNet-53 Yes 41 29.4 511 298 11.5 324 45.1
EfficientDet-D2 EfficientNet No 15 42.1 612 446 237 474 584
EfficientDet-D2 EfficientNet Yes 9 44.2 64.6 472 249 501 60.6
Faster-RCNN ResNet-50-FPN No 11 37.4 577 408 21.7 404 484
Faster-RCNN ResNet-50-FPN Yes 6 38.9 59.6 423 227 4277 49.7
RetinaNet ResNet-50-FPN No 11 36.5 554 39.1 204 403 48.1
RetinaNet ResNet-50-FPN Yes 6 384 57.0 404 20.7 413 49.8
Mask-RCNN ResNet-50-FPN No 8 39.2 59.6 428 229 426 512
Mask-RCNN ResNet-50-FPN Yes 6 40.0 60.6 43.6 232 438 518
DetectoRS Cascade + ResNet-50  No 4 47.4 656 515 290 515 624
DetectoRS Cascade + ResNet-50  Yes 3 48.1 66.7 521 294 523 633

Table 2: Performance comparison of various models with the addition of our proposed DIL
module on the MS COCO val2017 subset.

Scalability of DIL-VIiT. As discussed in the paper, we propose repeatable layers in the
DIL module to allow model scaling based on different resource contraints. Table 3 compares
and illustrates the model accuracy and complexity for models with varying DIL layers. By
simply increasing the number of DIL layers by one from the baseline (three layers), we
observe that the resulting AP improves to 47.4%, delivering a gain of 0.9%. Therefore, this
verifies that DIL can be effectively scaled up with minimal increase to the model parameters.

Layers Params (M) FLOPs(G) Paramratio FLOPs ratio Avg. Precision, loU Avg.Precision, Area
0.5:095 0.5 0.75 S M L

2 411.56 292.25 0.99x 0.98x 45.1 643 493 283 49.1 585

3 412.19 296.73 1x 1x 46.5 65.1 50.6 267 49.6 594

4 412.83 301.21 1.01x 1.02x 47.4 659 522 271 513 612

Table 3: Comparisons of the model with varying DIL layers where the param ratio and
FLOPs ratio are calculated with respect to the baseline of 3 layers.

Qualitative Analysis. To provide deeper insights on the performance of the network, we
compare the proposed model against other one-stage and two-stage detectors by visualizing
the inferred bounding box outputs. Furthermore, we also visualize the heatmaps produced
by the self-attention mechanism in ViT. This is to illustrate how the model is able to focus
on the important features of objects and put less emphasis on irrelevant information.
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DIL-VIT (Ours) RetinaNet Cascade-RCNN

Figure 1: Qualitative results and comparisons between RetinaNet and Cascade-RCNN
against DIL-ViT on the MS-COCO val2017 subset.

Figure 1 illustrates the ability of DIL-ViT to accurately localize and identify objects
of varying sizes in the image. Specifically, the first and third rows of Fig. 1 depict the
improved capability of the proposed model in detecting smaller objects in cluttered scenes.
Furthermore, it can be observed that DIL-ViT produces fewer false positives when compared
to other object detectors. These results demonstrate that varying the receptive field of the
model allows the model to learn better representations of objects with different aspect ratios
and ignore irrelevant semantic information.
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