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This document is the supplementary material of the paper Progressive Growing of Points
with Tree-structured Generators. Section 1 contains evaluation metrics of the auto-encoding,
completion, and generation of the point clouds. Section 2 contains the training details to

apply the progressive growing to the MRTDecoder [2].

1 Evaluation Metrics

Reconstruction. Same evaluation metrics were used for auto-encoding and completion of
the point clouds. We used Chamfer Distance (CD), Earth Mover’s Distance (EMD) and F-
score [5, 6, 7] to evaluate the quality of the reconstructed point cloud P,,; compared to the

ground truth P,;. The Chamfer Distance is defined in Equation 1 of the main paper.

¢ EMD is defined as:
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We used the implementation of [4] for EMD approximation with the same test setting.

* F-score is proposed to supplement the weakness of CD and EMD of being heavily

influenced by outliers. It is defined as:
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where P(d) and R(d) means the precision and recall for a threshold distance d, and
T[] represents an indicator function. We report F-scores with three different thresholds
which are 1%, 2%, and 3% of the average length of edges in the tight axis-aligned
bounding box of the ground truth point cloud.

Generation. Let S,,; be the set of generated point clouds and S, be the set of ground truth
point clouds in the test split. Following the prior convention, we generate Sy, to be Sy | =
|Sg| [8] and then we evaluate the quality of Sy, with four metrics [3, 8]; JSD, COV, MMD
and 1-NNA.

* JSD is the Jenshen-Shannon Divergence between two marginal distributions which is
defined as:

1 1
ISD(Sout; Sgr) = EKL(SO,,,HM) + EKL(Sg,HM) 5)
where M = %(Sou, + Sg) and KL is the KL-divergence. Each marginal distribution is
calculated by assigning the points into the canonical 28° voxel grids following [1].

* COV is the fraction of the S, that were matched to point cloud in S,,, which is
calculated as:

|{argminY€Sgt D(X,Y)|X € Sou }|
|Sgrl

COV(Sout ) Sgt) = (6)

where D(+,-) can be either the CD or EMD.

* MMD is the average of matched distances to the nearest point cloud in S,,; for each
point cloud in S, which is calculated as:

1
MMD (Sout, Sgi) = Y, min D(X,Y) @)
[Sarl 55, XSou

where D(+,-) can be also either the CD or EMD.

* 1-NNA is proposed to complement the three metrics above. For each point cloud
X € Sour USgr, let S_x = Sous USe — {X} and Nx be the nearest point cloud of X in
S_x. Then 1-NNA is defined as:

ZXeS,,m I[NX € Som} + ZYeSg, I[NY € Sgt]

1-NNA (Spur,Sgr) = |Sout| + [ Ser]
ou 8
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2 Progressive Growing for MRTDecoder

MRTDecoder [2] is a multi-resolution version of tree networks. Namely, the output of each
layer is not a single tensor, but a list of tensors with different resolutions. Thus, it may
be confused to interpret MRTDecoder network as a single tree structure and to generate
intermediate point clouds as shown in the Figure 1 in the main paper. This section is for
clarifying how to apply the progressive growing to the MRTDecoder.

There can be two possible choices to apply the progressive growing method to MRT-
Decoder. In other words, there are two methods for creating nodes in each layer from the
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Table 1: Auto-encoding results.

F-score(?)
Category Model CDW) EMD() @1% @2% @3%
Airplane  MRTDec(PG, verl) 8.088 1.425 0.337 0.780 0913
MRTDec(PG, ver2) 7.777 1.410 0.345  0.798 0.928
Chair MRTDec(PG, verl) 15.009 3.482 0.0811 0.382 0.684
MRTDec(PG, ver2) 14.188 3.286 0.0918 0.413 0.716
Car MRTDec(PG, verl) 14.059 3.243 0.0647 0.328 0.643
MRTDec(PG, ver2) 13.770 2.500 0.0659 0.345 0.668
Table 2: Point cloud completion results.
F-Score(T)

Dataset Model CD() EMD() @1% @2% @3%

PCN MRTDec(PG, verl) 10.624 2477 0.285 0.658 0.826

MRTDec(PG, ver2) 10.401 2.447 0.295 0.670 0.834

TopNet MRTDec(PG, verl) 23.125 3.893 0.0662 0.313 0.564

MRTDec(PG, ver2) 22.830 3.770 0.0711 0.319 0.574

multi-resolution features to generate intermediate point clouds; One is aggregating the fea-
ture vectors in the list, and the other is just regarding the most high-resolution feature vectors
as the intermediate feature nodes. Aggregating the feature vectors of the first method is im-
plemented as two steps; upsampling the low-resolution features to the same number of as the
most high-resolution feature vectors and channel-wise concatenation of them.

We implemented two methods mentioned above, and reported experimental results in
Table 1 and 2. We denoted the aggregation method as verl and the other method as ver2. We
easily found that quantitative results show that verl performs worse than ver2 in all metrics.
It seems the aggregation of feature vectors in each layer rather confuses the whole training
process. In the main paper, we reported the results of the ver2 training method to apply the
progressive growing to MRTDecoder.
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