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1 Architecture

Table 1 shows the architecture of various components of our model. Note that all modules use
a small number of layers. F, uses the least possible layers to achieve the effective receptive
field equal to the area of a single glimpse. The decoder D uses the smallest number of
ConvTranspose and Conv layers to generate the feature maps of required spatial dimensions
and refine them based on the global context. The encoder S uses flow layers according to the
complexity of the dataset. All other modules use a single linear layer. We implement linear
layers using 1 x 1 convolution layers. The dimensionality of features f, hidden state # and
latent representation z for various datasets are mentioned in Table 2.

2 Optimization Details

We train our model in three stages until convergence. In the first stage we pre-train F, R
and C. In the second stage, we pre-train S and D while keeping F, R, and C frozen. In the
third stage, we finetune all modules end-to-end. Unless stated otherwise, we use the same
setting for all three stages. We trained our models on a single Tesla P100 GPU with 12GB
of memory or a single Tesla V100 GPU with 16GB of memory.

Data Preparation. We augment training images using random crop, scale, horizontal flip
and color jitter transformations, and map pixel values in range [—1,1]. We use a batch-size
of 64. We use the same scheme for all datasets.

Loss Function. We compute an average loss across batch and time. We set the hyperparam-
eters o and B of the loss function as follows. The hyperparameter « is set to the inverse of
dimensionality of the latent representation z. The hyperparameter B is set to 32, 16, 16, 8
and 8 for SVHN, CINIC-10, CIFAR-10, CIFAR-100 and TinyImageNet respectively.

© 2021. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.



2 RANGREIJ, CLARK: SUPPLEMENTARY MATERIAL

Module Architecture
Recurrent il Convi=1()
feature Fe ng X {BN(LeakyReLU (Convi=3(-))}
aggregator Convi(")
F(g,1l) Fe(g) +FAl)
Fi Convi—1(+)
F Convy_ (BN (LeakyReLU ()))
R(h, f) LN (LeakyReLU (Fy,(h) + F7(f)))
Classifier C So ftmax(Convi—y (Dropout,—o5()))
Partial S ng X (ActNorm(Flip(NSF (+))))
VAE D 3 x {LN(LeakyReLU (Coanransliosekzg )}
5 x {LN(LeakyReLU (Convf;l )}
Conv‘,’:;l ()

Table 1: Architecture of our model. k = kernel_size, p = padding. ng is set to 3 for SVHN,
CINIC-10, CIFAR-10 and CIFAR-100, and set to 7 for TinylmageNet. n; is set to 4 for
SVHN, CINIC-10 and CIFAR-10, and set to 6 for CIFAR-100 and TinylmageNet. BN =
Batch Normalization [5]. LN = Layer Normalization [1]. NSF = Neural Spline Flows [3].
ActNorm layer is presented in [7].

f h z
SVHN 128 | 512 | 256
CINIC-10 128 | 512 | 256
CIFAR-10 128 | 512 | 256

CIFAR-100 512 | 2048 | 1024
TinyImageNet | 512 | 2048 | 1024
Table 2: Dimensionality of features f, hidden state & and latent representation z.

Optimizer. We use Adam optimizer [6] with the default setting of (B, B2) = (0.9,0.999).
In the first training stage, we use a learning rate of 0.001 for all datasets. In the second and
third training stages, we use a learning rate of 0.001 for SVHN, CIFAR-10, and CINIC-10,
and a learning rate of 0.0001 for CIFAR-100 and TinyImageNet. We divide the learning rate
by 0.5 at a plateau.

3 Additional Experiments

3.1 Accuracy as a function of area observed in an image

At a time, a hard attention model observes only a small region of the input image through a
glimpse. As time progresses, the model observes more area in the image through multiple
glimpses. We compare the accuracy of various models as a function of the area observed in
an image (see Figure 1). RAM+ consistently outperforms RAM on various datasets. We ob-
serve that the Random baseline performs better than the RAM and RAM+ on comparatively
more challenging datasets. As discussed in the main paper, the Random baseline dedicates
an entire latent space to the classifier. Our model, RAM+, and RAM use a common latent
space for a classifier and a Partial VAE or a controller. Finally, for any given value of the
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Figure 1: Accuracy as ag"u)nction of area observed in an image. (25) )SVHN (b) CIFAR-10 (C)
CINIC-10 (d) CIFAR-100 (e) TinyImageNet. Hard attention models observe only a fraction
of area in the image through multiple glimpses. Accuracy of the models increase as they
observe more area. Our model achieves the highest accuracy for any given value of the
observed area. Results are averaged over three independent runs.
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Figure 2: Entropy in thg‘ 2lass-logits vs number of glimpses. (a)( S)VHN (b) CIFAR-10 (C)
CINIC-10 (d) CIFAR-100 (e) TinyImageNet. Entropy in the class-logits decreases as the
hard attention models acquire more glimpses. Our model achieves the lowest entropy in the
predictions at all times. Results are averaged over three independent runs.

observed area, our model achieves the highest accuracy. The result suggests that our model
captures glimpses on the regions that provide more useful information about the class label
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Figure 3: Baseline com;czrison for a large number of glimpses.( 23) SVHN (b) CIFAR-10
(C) CINIC-10 (d) CIFAR-100 (e) TinyImageNet. Results are averaged over three runs. Our
model generalizes to a large number of glimpses and achieves the highest accuracy having
seen an optimal number of glimpses.

than the baseline methods.

3.2 Entropy in the class-logits as a function of number of glimpses

An efficient hard attention model should become more confident in predicting a class label
with small number of glimpses. We measure confidence using entropy in the predicted class-
logits; lower entropy indicates higher confidence. Figure 2 shows entropy in the class-logits
predicted by various models with time. Irrespective of the glimpse acquisition strategy, all
models reduce entropy in their predictions as they acquire more glimpses. In case of RAM,
the trend is inconsistent for initial time steps. Recall that RAM optimizes loss only at the
last time step, unlike other models that optimize losses for all time steps. Consistent with
the previous analyses, RAM+ outperforms RAM on all datasets, and the Random baseline
outperforms RAM and RAM+ on complex datasets. Our model achieves lower entropy with
smaller number of glimpses compared to the baseline methods. The result indicates that
our model acquires glimpses that help the most in reducing the uncertainty in the class-label
prediction.

3.3 Generalization to a large number of glimpses

Recall that all models are trained for seven glimpses. In Figure 3, we assess their inference-
time generalizability for a large number of glimpses by testing the models for T=49. Note
that our method would have observed an entire image by then. We notice that, during the
inference-time, RAM does not generalize well to a sequence of glimpses that are longer than
the training time; [4, 9, 10] also make a similar observation. Our method and RAM+ show
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Figure 4: TSNE projection of q(z|h) estimated with and without normalizing flows for an
example image from TinylmageNet dataset. A complete image is shown in the first column
for reference. Our model never observes a complete image. In columns two to seven: (top)
glimpses observed by the models to compute /2, (middle) TSNE projection of g(z|h,) es-
timated without using normalizing flows. (bottom) TSNE projection of g(z|h;) estimated
using normalizing flows. Normalizing flows capture a complex multimodal posterior.
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Figure 5: (a) Accuracy with and without self-attention in recurrent network R for CIFAR-10.
Results are averaged over ten runs. (b) Baseline comparison using Balanced accuracy for
SVHN. We observe the same trend as the one observed in section 4.1 in main paper.

greater generalizability than RAM. While the Random baseline is the most generalizable,
our method outperforms it with an optimal number of glimpses. The accuracy achieved by
our model with an optimal number of glimpses is lower than the CNN; however, the CNN
is trained exclusively on complete images, and our model is not. Note that the primary
motivation for the attention mechanism is to achieve higher accuracy using limited time and
constrained resources. If time and resources are available, one can instead collect a large
number of random glimpses and use a non-attentive CNN.

3.4 Visualization of ¢(z|/;) estimated with and without normalizing
flows

Synthesizing a feature map of a complete image using only partial observations is an ill-
posed problem with many solutions. We use normalizing flows in the encoder S to capture a
complex multimodal posterior g(z|h;) that helps the decoder predict multiple plausible fea-
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Figure 6: (Top) Confusion matrix at t = 6 and (Bottom) average image per class from
CIFAR-10.

ture maps for a complete image. We perform an ablation study to analyze the importance of
using normalizing flows. In Figure 4, we present TSNE [11] projections of g(z|h;) estimated
with and without the use of normalizing flows. We can observe that the normalizing flows
capture a complex multimodal posterior. Capturing multiple modes leads to a more accurate
estimation of EIG and consequently higher performance.

3.5 Self-attention in R

Here, we experiment with self-attention in R. We adapt the method proposed in [8] for
our problem. Figure 5(a) compares the performance of our model with and without self-
attention. We observe only a marginal performance improvement due to self-attention, per-
haps because the sequence of seven glimpses is relatively short. However, self-attention may
achieve higher accuracy if the model is trained for longer sequences. Nevertheless, the re-
sults of this preliminary experiment are favorable, suggesting that exploring self-attention in
R is a promising direction for future works.

3.6 Confusion matrix

In Figure 6, we display the confusion matrix of various methods for the CIFAR-10 dataset at
t=6. We also show the average image for each class. We observe that the models are able to
discern classes with similar color schemes, suggesting that they rely on complex high level
features instead of simple low level features such as pixel color. Furthermore, the Random
baseline, the RAM, and the RAM+ over-represent category ‘frog’, confusing it with many
other categories. Our method does not suffer from this phenomenon.

3.7 Additional visualization

In Figure 7-9, we visualize the EIG maps and the glimpses observed by our model on
CIFAR-10 images. The top rows in each plot show the entire image and the E/G maps
for t =1 to 6. The bottom rows in each plot show glimpses attended by our model. The
model observes the first glimpse at a random location. Our model observes a glimpse of size
8 x 8. The glimpses overlap with the stride of 4, resulting in a 7 x 7 grid of glimpses. The
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Figure 7: Additional visual results on randomly chosen images from CIFAR-10 dataset.
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Figure 8: Additional visual results on randomly chosen images from CIFAR-10 dataset.
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Figure 9: Additional visual results on randomly chosen images from CIFAR-10 dataset.
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Figure 10: Visualization of glimpses observed by different methods on images from (top)
SVHN (bottom) CIFAR-10. Refer to section 3.7 for explanation.



RANGREIJ, CLARK: SUPPLEMENTARY MATERIAL 11

t=1 t=2 t=3 t=4  t=5
E . .
o
©
C
© |~
o
Frog Frog Frog
: . '
<
[
Horse Frog Cat
+
<
o
Bird Bird Bird Bird Bird Bird
)
=}
(@]
Bird Bird Bird
E . .
(@]
©
C
©
o
lobster lobster lobster lobster lobster dinosaur
‘ F |
: ‘ |
< I I
forest tank forest shrew bowl
=
<
o4
otter oak_tree palm_tree clock owI ray ray
2 F o
8 ‘ "‘ . - . ;
o ) E E

otter road palm_treepine_tree dinosaur shrew otter otter
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CINIC-10 (bottom) CIFAR-100. Refer to section 3.7 for explanation.
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Figure 12: Visualization of glimpses observed by different methods on two images from
TinylmageNet. Refer to section 3.7 for explanation.
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EIG maps are of size 7 x 7 and are upsampled for the display. We display the entire image
for reference; our model never observes the whole image. Additionally, in Figure 10-12, we
visualize a series of glimpses selected by various models for one image from all datasets.
A complete image is shown for reference. Compared methods do not observe the complete
image. Ground Truth label is shown in the first column, below the complete image. Labels
predicted after observing various glimpses are shown in the columns marked with time z.

4 Normalizing Flows

Normalizing Flows map a Gaussian distribution to a complex multi-modal distribution using
a series of differentiable and invertible functions. We use conditional normalizing flows that
map samples from ¢(zo |k, ) (Gaussian distribution) to ¢(zy|h;) (a complex distribution) using
a series of invertible functions { fy, f1, ..., fv—1} conditioned on A;.

v = fn-10---0 fio fo(z); where zo ~ g(zo|h) Q)
The relation between g(zo|h; ) and g(zy|h;) is established using a change of variable formula.

N—-1

q(zvlhe) = q(zolhe) [T Idet (7, 2
n=0

Where Jy is a Jacobian of f. We use N = 3 X n,, where values of n, are given in Table 1.
For all n € {0,3,...,N — 3}, we define f, f,+1 and f,» using ActNorm [7], Flip [2] and
Neural Spline Flows [3], respectively. Below, we provide a brief introduction on these three
functions. To reduce clutter, we refer to z,, as z and f;, as f.

ActNorm [7]. An ActNorm layer performs an element-wise scaling and shifting of z.
fl2)=sOz+b 3)

The scale parameter s and the shift parameter b are predicted by a neural network using 4;.
We adapt a data-dependent initialization scheme for this network [7]. Specifically, we ini-
tialize the above neural network such that the predicted s and b yield f(z) with unit variance
and zero mean for the first batch. We can compute |det(J¢)| = [T; |s(7)|.

Flip [2]. A Flip layer simply reverses elements of z, i.e. f(z) = reversed(z). The Jacobian
determinant |det(J;)| = 1.

Neural Spline Flows (NSF) [3]. An NSF performs element-wise transformations on z.
Specifically, it transforms an element z(i) using a monotonic piece-wise spline function f;
that is defined using parameters {{w®)}K  {y(*K)}K 5k }kK;ll}. Refer to [3] for more
details on these parameters. In auto-regressive NSF, a neural network predicts the parameters
of f; from the elements z(j < i) and ;. Then, we find a specific k for which w¥) < z(i) <
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w*+1) and transform z(i) as follows.

plk1) (k)
S_W @
. z(i) —wh
S = wm—,m ®
(k1) _ (k) [sE2 + §0E(] —
e, O v [sE2+8WE(1 - &)
&) =V S S ® Ty 50 — 258 (1 =) ©
The derivative of f; is defined as follows.
df; _S2[6(k+1)§2+zsé(17§)+6(k)(1*<§)2] (7

dz(i) — [s+[80HD + 80 — 25 (1 - &)

As NSF applies element-wise monotonic functions, |det(Jr)| = [1; 7 df’ |
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