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Overview of the Supplementary Material:

• In Section 1: we provide more qualitative results of plane segmentation in comparison
with other state-of-the-art as well as the run-time comparison.

• In Section 2: we explain the different designs of surface normal constraint, and give the
qualitative comparison correspondingly.

1 Comparison against State-of-the-Art
More qualitative results of plane segmentation on ScanNet dataset [1] are given in Figure 1.
The run-time comparison is presented in Table 1. All timings are measured on the same com-
puting platform with AMD Ryzen 9 3900C CPU (12-cores) and a single NVIDIA RTX 2070
GPU. Our network outperforms the others, and about 3.8x times faster than PlaneRCNN [2].

As shown in the qualitative comparison, our network provide generally more accurate
boundaries for major plane instances. Trained with the same dataset, our network shows
a better geometric interpretation about plane, thanks to the cross-task consistency training
strategy. As instance, in the first row of Figure 1, our network does not predict the window’s
curtain as planar regions, which is superior than PlaneAE [6] and PlaneRCNN [2].
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Figure 1: qualitative comparison of PlaneAE [6], PlaneRCNN [2] and ours.
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Method Output Size Run time (FPS)
PlaneAE [6] 192×256 9.7
PlaneRCNN [2] 480×640 3.0
Ours 480×640 14.4

Table 1: Run-time comparison against state-of-the-art.

2 Ablation Study about Surface Normal Constraint
Here we trained our network with three different designs of surface normal constraint: (1)
Combined Normal Map [3] with differentiable least square method [4], (2) original Virtual
Normal Loss [5] and (3) our hybird method. As shown in the qualitative comparison in
Figure 2, our method shows less artificial effect on planar surface with complex texture, like
the poster and paint hanging on the walls.

Figure 2: qualitative comparison of different surface normal constraints.
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