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Abstract
Tracking the behaviour of livestock enables early detection and thus prevention of

contagious diseases in modern animal farms. Apart from economic gains, this would
reduce the amount of antibiotics used in livestock farming which otherwise enters the
human diet exasperating the epidemic of antibiotic resistance — a leading cause of death.
We could use standard video cameras, available in most modern farms, to monitor live-
stock. However, most computer vision algorithms perform poorly on this task, primarily
because, (i) animals bred in farms look identical, lacking any obvious spatial signature,
(ii) none of the existing trackers are robust for long duration, and (iii) real-world condi-
tions such as changing illumination, frequent occlusion, varying camera angles, and sizes
of the animals make it hard for models to generalize. Given these challenges, we develop
an end-to-end behaviour monitoring system for group-housed pigs to perform simul-
taneous instance level segmentation, tracking, action recognition and re-identification
(STAR) tasks. We present STARFORMER, the first end-to-end multiple-object livestock
monitoring framework that learns instance-level embeddings for grouped pigs through
the use of transformer architecture. For benchmarking, we present PIGTRACE, a care-
fully curated dataset comprising video sequences with instance level bounding box, seg-
mentation, tracking and activity classification of pigs in real indoor farming environment.
Using simultaneous optimization on STAR tasks we show that STARFORMER outper-
forms popular baseline models trained for individual tasks.

1 Introduction
In livestock farming, contagious diseases among animals cause havoc to their well-being
and massive economic damage to the farmer. As a precaution, farms excessively use vet-
erinary antibiotics leading to soil pollution and increased antibiotic resistance in humans
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[50]. To prevent this indiscriminate use of antibiotics, diseases need to be identified at an
early stage. Tracking animal-behaviour (movements and feeding patterns) enables us to do
so [46, 52]. Obvious visible signs of sickness almost always occur when the disease is in
an advanced stage and has already spread to the rest of the herd. Adding to the problem, a
typical farmer has about a second to visually inspect an individual [38]. Thus, continuous
monitoring of animal behaviour to detect anomalies as early as possible is invaluable to live-
stock farming [14]. Although, the techniques discussed in this paper are applicable across
different livestock, we present all our investigation based on pig livestock farming which is
one of the most widespread form of livestock in world 1, and prone to deadly infections.

For mid- or large-size farms continuous tracking of individual animals is not humanly
possible. For instance, only two seconds of daily observation per pig is recommended in
modern swine facilities [3]. Although the use of radio identification devices provide tracking
data on every individual animal, there are several disadvantages to methods that rely on the
use of wearable equipment such as being invasive, prone to damage, expensive and are often
the cause of infections in farm animals [35, 42]. Stationary RGB cameras, already available
in most modern farms, facilitate implementation that is cost effective, non-invasive, and
scalable. Such installations can work virtually in any indoor farming environment and does
not require extensive maintenance. With the advent of precision livestock farming using
computer vision techniques, continuous monitoring of livestock by video surveillance has
been a growing field of study [5, 21, 40].

Several works have been proposed in the recent years focusing on action classification,
detection and segmentation problems in livestock [34, 36, 37, 47]. Most of these works
rarely consider more than one task in a single model. To our knowledge there exists no work
that provides a single robust behaviour analysis model which can perform the STAR tasks i.e.
segmentation, tracking, action recognition and re-identification. We argue that for a complete
computer vision based livestock behaviour monitoring system, an end-to-end framework is
needed which can take into account these STAR tasks simultaneously. The advantage of
such a unified model would be that the learning process for multiple tasks positively affects
each other in building robust and generalizable low-level representations of the image/video,
thereby reducing the error to an extent beyond what can be achieved through individual
training on each task. Based on this hypothesis, we present STARFORMER, an end-to-end
domain-adaptive transformer based model for segmentation, tracking, action recognition and
re-identification (STAR) of livestock in closed environments.

While common tasks like pedestrian detection and object tracking lend themselves well
to pre-trained networks and existing datasets, there exist unique challenges when monitoring
livestock in a video. Pig monitoring in closed farming environment, in particular, poses the
hard computer vision challenges of confusion between different pigs due to visual similarity,
abrupt motions due to aggressive behaviour of pigs, frequent occlusions, huddling of pigs on
top of each other, among others. These issues are seldom seen in traditional video datasets.
Moreover, livestock activities are confined, extremely repetitive and cyclic over time which
makes them different from traditional action datasets. To build robust models that can tackle
the issues outlined above, there is a need to acquire custom datasets and accompanying solu-
tions. Any such dataset should capture the variability in conditions and livestock’s behaviour
must be annotated under the supervision of expert animal scientists.

Transformers [8, 56] have shown great success in a wide range of domains including nat-
ural language [10], images [8], video [45] and audio [51]. In the visual domain, transformers

1http://www.fao.org/faostat/en/
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