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Abstract

Adverse weather image translation belongs to the unsupervised image-to-image (12I)
translation task which aims to transfer adverse condition domain (e.g., rainy night) to
standard domain (e.g., day). It is a challenging task because images from adverse do-
mains have some artifacts and insufficient information. Recently, many studies em-
ploying Generative Adversarial Networks (GANs) have achieved notable success in 121
translation but there are still limitations in applying them to adverse weather enhance-
ment. Symmetric architecture based on bidirectional cycle-consistency loss is adopted
as a standard framework for unsupervised domain transfer methods. However, it can
lead to inferior translation result if the two domains have imbalanced information. To
address this issue, we propose a novel GAN model, i.e., AU-GAN, which has an asym-
metric architecture for adverse domain translation. We insert a proposed feature transfer
network (7-net) in only a normal domain generator (i.e., rainy night — day) to enhance
encoded features of the adverse domain image. In addition, we introduce asymmetric fea-
ture matching for disentanglement of encoded features. Finally, we propose uncertainty-
aware cycle-consistency loss to address the regional uncertainty of a cyclic reconstructed
image. We demonstrate the effectiveness of our method by qualitative and quantitative
comparisons with state-of-the-art models.

1 Introduction

Thanks to the remarkable representation power and optimization technique of recent deep
learning algorithms, there have been notable achievements in scene understanding tasks such
as semantic segmentation [3, 4, 16, 38] and object detection [2, 30, 33]. However, a number
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of such algorithms suffer from performance drop in a real world application. For example,
semantic segmentation models trained on a dataset consisting mostly of day images show
inferior results on night images. The situation becomes even worse in adverse weather con-
ditions such as rainy nights. It could be the seeds of disaster in several applications e.g.,
autonomous driving in which the reliability of the algorithm is a critical factor. For this rea-
son, there have been several approaches [15, 39] trying to transfer a challenging domain to a
specific domain, where off-the-shelf methods work well.

Since the emergence of Generative Adversarial Networks (GANs) by Goodfellow et
al. [9], conditional GAN (cGAN) [28] has proposed its potential to be used in various gen-
erative tasks. Some variants of cGAN [14, 35] have exploited an image as condition, i.e.,
image-to-image (I2I) translation. However these early 121 translation methods are not suit-
able for unsupervised domain transfer because they require ground truth pair for each image
that is notoriously challenging to obtain. CycleGAN [40] resolves the unsupervised do-
main transfer problem by utilizing cycle-consistency loss and presents excellent translation
results between unsupervised two domains. Because of its guaranteed performance, even
the latest studies on unsupervised image-to-image translation include the cycle-consistency
loss in their objective functions. The crucial ability for domain translation model is to al-
ter only domain specific factors (e.g., style or texture) while preserving domain invariant
factors (e.g., object). To this end, several approaches [13, 20, 25] have been proposed to
disentangle domain-invariant and domain-specific features from two different domains by
adopting concept of shared content feature space from two different domains. Lately, Zheng
et al. [39] have proposed ForkGAN, that consists of cyclic translation with a "common en-
coding space" to disentangle domain invariant information. To this end, they adopt percep-
tual loss [31] between encoded features from two different domain. ForkGAN has shown
reasonable translation results from adverse domain (rainy night) to normal domain (day).

However, the symmetric architecture that commonly used in CycleGAN-based methods
including ForkGAN would be inappropriate for adverse domain translation. This is because
there is a noticeable domain gap between standard and adverse weather. In other words,
there are a lot of artifacts, blur, and reflections in rainy night images.

To address the issues, we first introduce an asymmetric architecture for adverse domain
translation. Here, only a generator that transfers adverse domain to standard domain has an
additional network, i.e., feature transfer network, between an encoder and a decoder. The
transfer network plays a role of enhancing the feature encoded from adverse domain images.
We also introduce asymmetric feature matching loss to achieve better disentanglement with-
out removing local objects. Li et al. [22] have approached in a similar concept in terms of
"asymmetric", but their method does not consider the shared space of disentangled features
from different domains for unsupervised image translation.

Although the cycle-consistency loss helps to preserve the shape of the original image be-
cause of its powerful constraint in general, artifacts could remain in the case of the adverse
domain. Motivated by uncertainty modeling [17], we introduce an uncertainty-aware cycle-
consistency loss to alleviate the side-effect of the cycle-consistency loss. Through modeling
uncertainty, the modified cyclic loss penalizes the regions of an image differently accord-
ing to the confidence map. We analyze the effectiveness of our model with qualitative and
quantitative experiments.

Therefore, our contributions are as follow,

e We present a novel asymmetric GAN framework for adverse domain translation by
utilizing a feature transfer network for one-way translation.
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* We introduce asymmetric feature matching loss and uncertainty-aware cycle consis-
tency loss designed to consider the characteristics of images in the adverse domain.

* We demonstrate the superiority of our model by qualitative and quantitative compar-
isons with the state-of-the-art methods.

2 Related work

Unsupervised image-to-image translation Since the introduction of GAN by Goodfel-
low et al. [9], there have been numerous studies on Image-to-image translation (I121) which
aims to transfer an image of the source domain to that of the desired target domain. Cycle-
GAN [40] proposed cycle-consistency loss for translation between unsupervised source and
target domain. This concept has influenced several unsupervised domain translation tasks
such as face attribute editing [5, 11, 19, 24] or domain adaptation [23, 29, 34]. StarGAN [5]
and AttGAN [11] conduct multi-domain translation by adopting a target vector of desired
attributes as an additional input. UNIT [25] brings the concept of the shared latent space of
two generators via weight sharing. To produce diverse outputs, MUNIT [13] and DRIT [20]
suggest and develop the concept of disentangled representation by decomposing an image
into two spaces, i.e., shared domain-invariant space and domain specific space. Furthermore,
several recent studies [6, 21] present multi-modal outputs in multi-domain by exploiting dis-
entanglement assumption.

Adverse weather enhancement Numerous models related to scene understanding vision
tasks such as semantic segmentation and object detection suffer from degraded performance
in bad weather conditions. This is because they are trained with a dataset composed mostly
of normal weather images (e.g., daytime). As generative models evolve, there have been sev-
eral attempts to enhance adverse weather images by the I2I translation technique. Enlight-
enGAN [15] addresses enhancement of low-light images and ToDayGAN [1] exploits night-
to-day image translation for retrieval-based localization. Recently, ForkGAN [39] presents
reasonable translation outputs in rainy night — day task by adopting a common encoding
space from a different domain.

Uncertainty-aware learning The uncertainty-aware learning considers modeling the un-
certainty of the data or predictions by the network. Specifically, we consider heteroscedastic
aleatoric uncertainty [17] that captures heteroscedastic noise inherent in the observations.
Recently, the heteroscedastic regression is exploited in several vision tasks such as depth
estimation [8] or 3D reconstruction from a single 2D image [36]. This approach is useful
when specific regions of observation have higher noise than other parts. There are regions
with blur and reflections in rainy night images, thus these regions can be interpreted as hav-
ing higher uncertainty than others. Therefore, we apply the heteroscedastic regression to
minimize difference between an original image and a cyclic reconstructed one.

3 Proposed method

This section describes our proposed framework to address adverse weather image translation
in detail, by first presenting a model overview and describing the proposed loss functions.
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Figure 1: Overview of our model. On the upper side is procedure of rainy night — day and
the opposite is that of day — rainy night.

3.1 Asymmetric architecture

Let x4 € A and xp € B denote images from adverse domain .4 (rainy night) and standard
domain B (daytime), respectively. As shown in Fig. 1, there are two generators consisting
of an encoder and a decoder, i.e., G5 = {G%_, 5,G_, 5} which converts domain A to B
(A— B)and G, 4 = {G%_, 4,G2_, 4} which converts domain B to A (B — A). The goal
of adverse weather translation is to synthesize successfully edited image xj; from x4 with
the generator G 4—,3. Most of CycleGAN-based models adopt cyclic translation procedure
(A — B — A) to exploit cycle-consistency loss and also include a symmetrical opposite
translation (B — A — B) for stable and balanced optimization. ForkGAN [39] presents a
constraint to enforce encoded intermediate features to be domain-invariant. While maintain-
ing these spirits, but unlike existing methods, we propose a novel asymmetric framework
for image translation. The reason why we do NOT adopt symmetric procedure is quite
intuitive. Suppose the encoder Glj _,5 could acquire domain-invariant feature. With the
feature, reconstructed image x’{° and transferred image x}; are synthesized by Gg _,4 and
Gﬁ _, respectively, and then Gp_, 4 generates cyclic image xi{c based on xj. In training
phase, the differences from original image x 4, i.e., reconstruction loss (x4 vs. x’{°) and
cycle-consistency loss (x4 vs. xi{c), are included in objectives. However, if the encoder
extracts "truly" domain-invariant features, it is impossible to reconstruct the original adverse
weather image perfectly. Because the negative domain-specific characteristics (e.g., artifacts
and reflections) are removed in the feature. Therefore, there is a dilemma that the feature
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from the adverse domain image should preserve several domain-specific characteristics for
reconstruction but exclude them for translation. To address this issue, we insert an addi-
tional transfer network (7 -net) which consists of several residual blocks [10] only inside of
generator G 4,3 to acquire an enhanced and disentangled feature for domain translation.
Consequently, as shown in Fig. 1, two domain translation functions (f4_.5 and fz_, 4) are
not symmetrical, i.e.,

X = fasn(xa) = GULp(T(GH_5(x4))), ()
Xy = falxs) = GEL4(GE 4(x5))), )
and the reconstruction procedures (f4-, 4 and fp_s5) can be expressed as
XAC = fasa(xa) = Gg, 4(Gh5(xa))), (3)
= f8(x8) = GA_5(Gi_, 4(xB)))- 4)

Lastly, cyclic operations (f4—,5-.4 and fp_, 4—s3) is represented as

xﬁ“:msﬂ( 4) = G, 4(GE, (), )
X3 = faoann(xs) = G 5(G5h ,5(X4))). (6)

We use a pixel-level ¢ loss to assure the reconstruction ability for each domain, i.e.,
Lree = Ex y [[lxa =24 [1] + B [llxs — x5 1. (7

In addition, the extracted domain invariant feature by each encoder should be disentangled
from the domain specific feature. However, encoded feature G£_, ;5(x 4) could not be perfect
domain-invariant feature. Because the information of domain-variant artifacts such as rain
drop or reflection that should be removed for translation still remains in encoded feature
for reconstruction. T-net plays an important role in making the encoded feature be more
informative and disentangled from domain-variant information thus alleviates burden of the
adverse domain encoder Gﬁ _,5- To this end, we present asymmetric feature matching loss
for disentanglement, where the loss penalizes the difference between the encoded feature of
input image and that of transferred image by different encoders respectively, i.e.,

Lfear =By [IT(Gh5(x4)) = G, 4 () 1] + s [ (GE - a(x8)) — Ga, (W) 1], ®)

here, note that the extracted feature from adverse domain image x 4 is compared after passing
through 7-net.

3.2 Uncertainty-aware cyclic loss

Although the procedures of reconstruction (A — B) and translation (3 — .A) are separated
by utilizing T-net, there is still ambiguity in cyclic reconstruction process of adverse domain
image (A — B — A). Because the domain-specific characteristics of .4 no longer need to be
preserved in transformed image xj; exactly. In other words, it is not necessary for the model
to accurately reconstruct artifacts or reflections by raindrops. As a result, applying the cycle-
consistency loss uniformly to all regions can lead to a trivial solution and poor convergence
of optimization. Motivated by uncertainty modeling [17], we modify Gﬁ _,3 to generate not
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only the transformed image x}; but also a confidence map (uncertainty map) ¢ € R’jr[ W
The confidence map o, which is estimated during training without supervision, models the
uncertainty of the model, specifically aleatoric uncertainty. We propose uncertainty-aware
cycle-consistency loss to address regional difference of an input image from adverse domain

A With o, i.e.,

1 W H C)C 1
Cyc 7WZZ l] ‘xAt/ ” +710g ijs )

where x 4, and xi{fj denote the pixel intensity at location (i, j) of x4 and x}* respectively
and o0;; means the estimation of uncertainty at (i, ). Eq. (9) can be interpreted that the
regions with large uncertainty are less affected by pixel-level difference, but penalized by
the increased regularization term. The cyclic loss for normal domain B is a pixel-level ¢,
loss between x3 and x5 generally used in CycleGAN-based methods, i.e.,

L8, =Exy(llxs — x5, (10)

hence the overall cyclic loss is calculated as,

Leye =LA+ LE,. )

3.3 Model objective

In addition to the aforementioned loss functions, we exploit an adversarial training to guar-
antee visually realistic output through domain-specific discriminators which distinguish the
real and fake image. In detail, we adopt LSGAN [26] loss to minimize the discrepancy be-
tween the distribution of real and that of the translated image. Therefore, the adversarial loss
of generator and discriminator related to domain B can be described as

1 1

L8, = 3Bxs (D5 (x5) =174 5 By (D5 ()] (12)
1

L8, = 3B, [(D5(x5) — 1)), (13)

where, Dy denotes the discriminator of domain . Note that also the adversarial losses
related to domain A , i.e., Lﬁadv and L“(‘;‘adv, are obtained by D 4 in the same way as D but
we omit the details of them.

Finally, the full objective of our model is formulated as

Lp=Lp, +51§W (14)
EG = LG v gadv + A'rec‘Crec + szeatﬂfeat + )vcycﬁcya (15)

where Avec, Afear and Ay are hyper-parameters which modulate the relative importance of
the terms.
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4 Experiments

In this section, we first explain our experimental setup and then present qualitative and
quantitative comparisons of ours with the state-of-the-art methods, i.e., CycleGAN [40],
UNIT [25], ToDayGAN [1] and ForkGAN [39]. For each method, we use the official im-
plementations provided by the authors. Finally, we demonstrate the effectiveness of each
element of the proposed method through an ablation study.

4.1 Experimental setup

For experiments, we use two datasets, i.e., Alderley Day/Night Dataset (Alderley) [27] and
Berkeley DeepDrive dataset (BDD100K) [37]. Alderley consists of images of two domains,
rainy night and daytime. It was collected while driving the same route in each weather
environment. A lot of images taken from the rainy nights have reflections or artifacts by
raindrops and the regions without light are difficult to be recognized. On the contrary, almost
daytime images are clean and objects in them are plainly visible. We evaluate models’
capabilities of translating adverse weather image with Alderley. BDD 100K contains 100,000
high resolution images of the urban roads for autonomous driving. There are 10K images
in the package of BDD (BDD10K), have its label for semantic segmentation. We use them
to estimate the performance of pretrained segmentation model [38] given translated images.
In experiments, the resolution of all input and output images is 256 x 512 and we adopt
Adam [18] solver with B; = 0.5 and 3, = 0.999. Coefficients of the full objective in Eq. (15)
are set to Ageq;r = 1 and A.c = Acye = 10 and the learning rate is set to 0.0002.

4.2 Qualitative result

We first present the results of qualitative comparison with three the-state-of-art methods in
adverse weather image translation, i.e., CycleGAN [40], UNIT [25], ToDayGAN [1] and
ForkGAN [39]. The results are shown in Fig. 2. Source image from the adverse domain is
placed in uppermost of each column, and each row corresponds to translation outputs from
each method. The left two columns represent qualitative translation results from Alderley
(rainy night — day) and the right two columns represent that from BDD100K (night —
day). Although CycleGAN performs editing properly on the regions where the objects are
clearly visible , the translated results for the dark or blurry regions show inferior visual qual-
ity. Although TodayGAN and UNIT present improved editing ability in experiments on the
Alderley dataset compared to CycleGAN, but they generate several artifacts and the out-
puts are not transformed properly when conducting using BDD100K. Similarly, ForkGAN
which exploits a common encoding space of two domian produces overall blurry images in
the experiments on BDD100K. This is because they are not converged well when training
using BDD100K, which has huge diversity. As shown in Fig. 2, our model can successfully
conduct adverse weather translation with both datasets. It outputs visually superior results
compared to other methods in most regions including dark and blurry areas. In addition,
existing objects are well preserved in the transformed image.

4.3 Quantitative result

In this section, we report quantitative result with two metrics, i.e., FID (Fréchet Inception
Distance) score [12] computed with the extracted feature of Inception network [32] and
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Figure 2: Qualitative comparison with unsupervised image-to-image translation models for
adverse weather enhancement, i.e., CycleGAN [40], UNIT [25], ToDayGAN [1], Fork-
GAN [39] and our model. Left two columns: Alderley (rainy night—day) and right two
columns : BDD100K (night—day). Please zoom in to see more details.

mIOU (mean of class-wise Intersection over Union) obtained by the result of pretrained
semantic segmentation model [38].

FID score. We first present the FID score which is commonly utilized as a metric of GAN
models for evaluating visual quality. We evaluate the FID score by comparing two sets of
images, i.e., real images (day) vs. transformed fake images (rainy night — day), and each set
contains 1,000 images in the test set. The results are listed in Table 1, where "real." denotes
a set of adverse domain images (rainy night or night). Our model outperforms other methods
in both Alderley and BDD100K by a large gap. We analyze the results of variants of our
method (Ours w.o. T and Ours w.o. un) in Sec. 4.4.

Semantic segmentation To measure the effect of domain translation on the performance
of other computer vision models, we report semantic segmentation results of synthesized
images. For semantic segmentation, we exploit PSPNet [38] with ResNet-101 [10] as a
backbone which pretrained on Cityscapes dataset [7]. For domain transfer, night images
of the BDD10K validation set that has a ground-truth segmentation label corresponding to
each image are used as input. After the image translation, we compute mIOU using PSPNet
and the results are presented in Table. 2. In the case of ToDayGAN and ForkGAN, the
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Table 1: FID (Fréchet Inception Distance) scores. Lower is better.

Cycle- UNIT ToDay- Fork-  Ours Ours Ours real.
GAN GAN GAN w.0.un. w.o.T
Alderley 1024  88.5 98.5 75.8 65.2 76.4 83.3 189.2
BDD100K  53.1 62.4 78.9 63.0 38.6 42.5 55.1 98.3

Table 2: Semantic segmentation results (mIOU) on translated images conducted by PSP-
Net [38] with ResNet-101 [10] as a backbone. Numbers indicate the percentage of mIOU.

Cycle- UNIT ToDay- Fork-  Ours Ours Ours real.
GAN GAN GAN w.o.un. w.o.T

BDD10K 15.48 13.18 891 10.15 1857 17.62 14.08 12.33

segmentation performance are rather decrease compared to before translation. CycleGAN
and UNIT slightly enhance the segmentation result. Our model brings further improvement
on semantic segmentation task compared to other methods.

4.4 Ablation study

To demonstrate the effectiveness of our method, we present qualitative and quantitative re-
sults by excluding key components one by one. We compare the proposed model with two
different versions, i.e., (i) Ours w.o. un. : excluding uncertainty-based cyclic loss E;‘;c, here
we adopt existing cycle-consistency loss in both translation directions (A4 — B — A and
B — A — B) and (ii) Ours w.o. T: removing T-net in our generator G 4_,3. Here, we also
remove E;‘;E because uncertainty map is calculated from the feature passing 7-net. Fig. 3
presents qualitative results of each variant and the quantitative results are list in Table. 1 and
Table. 2. In the domain with low uncertainty (BDD100K), the visual degradation when dis-
carding uncertainty-aware loss is slight but it is enlarged in the domain with high uncertainty
due to artifacts or reflection by raindrop (Alderley). T-net helps to improve the overall visual
quality of the translated images as well as to preserve existing objects by enhancing feature
disentanglement as shown in Fig. 3, i.e., Ours vs. Ours w.o 7. In addition, the quantitative
metrics also support this analysis. When uncertainty-aware loss is excluded, there is a larger
difference in the FID score on Alderley than BDD100K. Removal of T-net causes notice-
able degradation of FID score on both datasets. The segmentation performance (mIOU) of
transferred images also decreased as the proposed elements are removed one by one.

4.5 Visualization of uncertainty

Fig. 4 shows visualization result of the predicted uncertainty map to examine whether it
captures the uncertainty of regions correctly. Here, the yellow or purple areas in uncertainty
map mean regions with high uncertainty. Our purpose of introducing uncertainty map and
E;‘;,C is that the regions with high uncertainty are less penalized by ¢; loss term but more by
regularization term in cyclic reconstruction procedure (Eq. 8). As we expected, the adverse
parts, e.g., glare around street lamp, reflections of wet road, rain drops and wiper mark
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Original Qurs Ours w.o. un. Oursw.o.T

Alderley

BDD100K

Figure 3: Qualitative results of ablation study. Please zoom in to see more details.

Original Uncertainty map Original Uncertainty map
7 3 & ‘
Tl e f
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Alderley BDD100K

Figure 4: Visualization results of the predicted uncertainty map ¢ (conf.)

in Alderley dataset have high uncertainty values (left in Fig. 4). Although there are some
regions with high uncertainty in BDD100K such as reflection of light (right in Fig. 4), the
overall uncertainty of Alderley is higher than BDD100K because Alderley consists of more
adverse domain (rainy night) than BDD100OK (night). The translated result of each input
can be found in qualitative results of Sec. 4.2 and supplementary file. The advantage of our
method is that it can adaptively learn and handle uncertainty of each dataset without any
supervision.

5 Conclusion

In this paper, we introduced the asymmetric and uncertainty-aware GAN model to address
adverse weather image translation. We separated reconstruction and translation by adopting a
feature transfer network (7-net) that enhances disentanglement of the encoded feature of ad-
verse domain image. In addition, we analyzed the limitation of application cycle-consistency
loss in adverse domain transfer and propose the uncertainty-based cycle-consistency loss by
estimating the confidence map in the generator. The superiority of our method is demon-
strated by comparisons with state-of-the-art methods through qualitative and quantitative
studies. In the future, we will extend our method to multi-modal translation and jointly
exploiting attention-based techniques.
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