AudViSum: Self-Supervised Deep Reinforcement Learning for Diverse Audio-Visual Summary Generation
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Abstract

A brief yet comprehensive summary of a lengthy video helps us understand the key insights about it. Video summarization aims to generate a ‘video-thumbnail’ from a given input video. Although the field has been widely studied in the literature, to the best of our knowledge, all the existing works in this area have majorly emphasized on visual modality only, although its audio component may carry crucial information for efficient video summarization. To this end, we introduce a novel self-supervised audio-visual summarization network AudViSum, that leverages both audio and visual information and employs Deep Reinforcement Learning to reward the model to generate diverse yet semantically meaningful summaries. Our experiments establish the fact that combining audio-visual information helps to generate realistic summaries from relatively lengthy input videos. To ensure diverse summary generation we report the top-3 summaries for each video. Since there is no publicly available annotation to evaluate audio-visual summaries, we annotate the TVSum & OVP datasets comprising 50 videos each. Experimental results indicate that AudViSum achieves promising performance in the audio-visual summary generation task when compared against human annotations.

1 Introduction

According to a recent study, more than 500 million hours of videos are being watched on YouTube alone every single day. We could refer to innumerable such studies to establish the fact that video contents are the new means of information sharing. A video is typically multi-dimensional. It is not just a sequential grouping of some frames but also a combination of audio, motion and time series dimensions. To make this enormously large volume of video data easily browsable, the requirement of an automatic summarization tool is highly imperative. Although, considerable amount of work on video summarization has been done
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over the years [14, 27, 33, 39], surprisingly enough, to the best of our knowledge, none of them have claimed to emphasize equally on the audio content (as visual) in order to obtain a holistic abridged version of a lengthy video. In this study, we have focused our attention on the audio-visual summarization problem i.e. we attempt to produce a concise summary of a video by examining both its visual as well as auditory information. Here audio is not merely used as an auxiliary source of information but also plays a pivotal role in determining which shots should be selected in the summary videos.

In the literature of video summarization, supervised, unsupervised, and weakly supervised methods could be found. The supervised strategy [14, 16, 17, 50] requires a significant amount of annotated data thereby limiting its practical applicability. In this scheme of things every video sample is associated with its ground truth summary. Networks learn from these cues and generally tend to outperform its unsupervised or weakly supervised counterparts. Unsupervised methods [33, 39, 45, 58] on the other hand, tries to minimize the distance between training videos and a distribution of their summaries. They propose to follow some heuristic based steps to rank and select key frames from input video streams. Zhang et al. [51] attempt to use transfer learning for unsupervised domain adaptation. Some works [3, 37] provide weak supervision through supplementary web image or video cues.

In this paper, we propose AudViSum, a novel self-supervised deep reinforcement learning method for audio-visual summarization. After some initial pre-processing for quantization of the audio and image frames, the respective sequences are passed through Bi-directional LSTM [41] to capture the sequential flow of both the streams. Thereafter, we apply self-attention to generate potential summaries for the input video. To make sure the generated summaries are diverse enough, we then pass them through the Diversity Sub-network to finally produce 3 short summaries chosen from top as many models based on training reward, for each video. The duration of the output synopses are roughly 15% of the input video.

To summarise, our novel contributions are five folds: (1) We are the first to propose a holistic deep learning based audio-visual summarization method by utilizing the semantic interplay between audio as well as visual information from a video. We intend to propose a generic framework compared to prior task specific methods. (2) To the best of our knowledge, this is the first reported work to introduce self-supervision in the context of audio-visual summarization. (3) The task of generating highlights by nature is subjective, staying true to this we propose a novel reward scheme to produce 3 short summaries corresponding to each input video, we show that this method is more efficient to gauge the diversity of the model.
and produces more realistic summaries. (4) Since there is no publicly available annotation to evaluate audio-visual summaries, we annotate the TVSum and OVP\(^1\) datasets to facilitate this task. We will release our annotation consisting of 100 video summaries to help benchmark future research in the community\(^2\). (5) Lastly, although not directly comparable, our method outperforms SOTA visual-only summarization works by considerable margin on quantitative analysis.

2 Related Works

Video Summarization \([17, 22, 23, 31, 32, 33, 50, 52, 54]\) has been extensively studied in the recent past. Works following a supervised learning strategy leverage the availability of ground truth data to guide the network training. Proposals to summarise videos by understanding the temporal dependency in the video frames were designed by \([39, 51, 55]\). Sequential determinantal point processes (SeqDPPs) model is used by \([28, 43]\) to increase the diversity in the generated summary. On the other hand, \([53]\) proposes a method that takes user queries into consideration to learn more user-oriented summaries. However, these works are heavily dependent on human-annotations. Methods involving unsupervised learning strategies also have been explored in the literature. Adversarial approaches to reconstruct videos using Auto-encoders and GANs were studied by \([19, 24, 33, 49]\). Rochan \textit{et al.} proposed a method to learn video summarization from unpaired data, thus, alleviating the limitations of ground truth requirement \([38]\). A few investigations involving weakly-supervised learning strategies \([3, 21, 37]\) have also been presented. Although these works have brought in substantial improvement to the video summarization task, a noteworthy observation is that harnessing the audio modality efficiently has not yet been studied in the literature.

Reinforcement learning (RL) is the area of machine learning that deals with sequential decision-making \([3]\). Reinforcement learning has been very widely used in a variety of vision tasks namely image restoration \([58]\), recognition \([5]\), and others \([25, 26, 30, 44, 47]\). RL has also been previously used in the video summarization task. Zhou \textit{et al.} proposed a reward function that accounts for diversity and representativeness of the generated summaries \([58]\). Further, \([32]\) uses RL to preserve the spatio-temporal features of the original video in the summary. Recently, Zhao \textit{et al.} proposed a dual task setup (Video-to-summary and Summary-to-video), where the summary generator is rewarded under the assistance of the video reconstructor \([56]\).

Ngiam \textit{et al.} \([34]\) studied multi-modal feature learning and demonstrated the benefits of information sharing and joint learning. PixelPlayer \([57]\) was introduced by Zhao \textit{et al.} that leverages multi-modal audio-visual learning to locate regions in an image that are producing sounds and perform sound-source separation from each pixel. This task gained other significant contributions from \([1, 7, 40, 42]\). Gao \textit{et al.} proposed a novel approach for action recognition using multi-modal learning where audio is used as a preview mechanism to eliminate both short-term and long-term visual redundancies \([13]\). Multi-modal reinforcement learning has been studied well for navigation by exploiting audio-visual information \([3, 23]\). In the literature, we also find explorations using self-supervision to learn from audio-visual modalities \([1, 4, 11, 11]\). To the best of our knowledge, we are the first to propose a non task-specific, deep learning based approach which performs a holistic audio-visual summarization by exploiting the semantic interplay between audio and visual streams.

\(^1\)Open video project: https://open-video.org/

\(^2\)https://github.com/schowdhury671/AudViSum
3 Proposed Methodology

Our novel multi-modal audio-visual summarization network consists of two sub networks: Multi-modal Attention Sub-network and Diversity Sub-network. Inspired by the fact that an ideal summary video should be both diverse as well as semantically similar to the relatively lengthy input video, we formulate the task of summary generation as a sequential decision making process. As opposed to some prior works [29, 33, 38] who tend to assign frame level importance scores, for efficient encapsulation of contextual information we first quantize the visual and the audio streams into small chunks and use these shots for further processing. The algorithm is described in section 3.1. We use Bidirectional LSTM [41] based feature extractor on both the visual and audio streams parallelly followed by self-attention blocks [46]. We find that late fusion fared better compared to early fusion mechanisms while combining multi-modal features. In the next step, these high dimensional fused features are passed into the Diversity Sub-network, elaborated in section 3.3. Finally, we introduce a self-supervised Deep RL paradigm to ensure that all the generated short highlights are intrinsically diverse but semantically coherent with the input video. Fig.1 demonstrates the end-to-end process where AudViSum takes in pre-processed videos and produces multiple summaries.

3.1 Audio-Visual Preprocessing

In this quantization or pre-processing step the visual and the audio streams are separated and construed as small chunks. The extracted visual frames are passed through Resnet-50 [18] to obtain flattened feature embeddings of 1000 dimensions. The average of the feature vectors corresponding to every 3 second interval is taken and used as a representative for that shot. Audio stream processing is particularly interesting here. We split the entire audio signal into subsets of non silent intervals and remove the ones where audio amplitude is at least 4 decibel lesser than the mean amplitude. We empirically found this threshold to be suitable for removing the silent intervals. Issues pertaining to breathing gaps might still persist in which case we follow a heuristic to make the groupings for effective audio processing. Details about the heuristic is presented in the supplementary material.

Subsequently, towards our goal of dividing the audio stream into equal-sized chunks we break the sequence into meaningful intervals (pad wherever necessary). Again, on empirical analysis we observed that an interval of 3 seconds is optimal to capture audio-visual coherence. A pre-trained VGGish [20] network is used for audio feature extraction. This model takes mini-batches of 128 inputs, so, for a 3 second audio the output is a 384 dimensional feature vector. The intuition behind the heuristic based quantization algorithm is if the gap between two consecutive segments is less than 1.5 seconds we consider it to be a breathing gap else we process them independently.

3.2 Multi-modal Attention Sub-network

In this section we elaborate on our novel Multi-modal Attention Sub-network (MASN). It is the first part of the two-step pipeline. An overview of the network is provided in Fig. 2. Both the audio and visual frame sequences are passed through bidirectional LSTM layers separately to generate $L \times F_a$ and $L \times F_v$ dimensional feature maps respectively. As we are dealing with sequential data, the use of a bidirectional framework is very intuitive and it has also shown promising performance in related problems. At this stage self-attention is applied to both the modalities individually. Self-attention [46] is used to compute a representation
Figure 2: The Multi-modal Attention Sub-network helps to understand the intricate interdependencies between the visual and audio features, and finally computes the probability scores to include the best shots in the summary.

of the sequence by relating to its different parts. In order to attend to distinct positions of the multi-modal sequences, we first perform self-attention thereby finding intrinsic nuances of the individual modalities followed by their combination which results in much sound understanding of their inter dependencies compared to when we apply early fusion.

Let $h^A_i \in \mathbb{R}^{L \times F_a}$ and $h^I_i \in \mathbb{R}^{L \times F_v}$ be the audio and visual features extracted by the Bi-LSTM layers respectively, where $i = \{1, ..., n\}$ and $n$ denotes number of summary models. The self-attention layer is computed in accordance with [46], to obtain a representation of the relationship amongst the features. Subsequently, 3 fully-connected networks are used to compute query, key and value triplets $(Q^I_i, K^I_i, V^I_i)$ and $(Q^A_i, K^A_i, V^A_i)$ for the $i^{th}$ model. Next, as shown in Fig. 2, to capture the multi-modal cues between the visual and audio channels, we calculate the attention as:

$$I_{att}(Q^A_i, K^I_i, V^I_i) = (Q^A_i (K^I_i)^T) V^I_i$$  \hspace{1cm} (1)

$$A_{att}(Q^I_i, K^A_i, V^A_i) = (Q^I_i (K^A_i)^T) V^A_i$$  \hspace{1cm} (2)

These features from the corresponding sub-networks are then concatenated and passed through fully-connected network to obtain an aggregated feature representation:

$$f(I_{att}) = W_f [(Q^A_1 (K^I_1)^T) V^I_1, ..., (Q^A_n (K^I_n)^T) V^I_n] + b_f$$  \hspace{1cm} (3)

$$f(A_{att}) = W_f [(Q^I_1 (K^A_1)^T) V^A_1, ..., (Q^I_n (K^A_n)^T) V^A_n] + b_f$$  \hspace{1cm} (4)

Finally, probability score for each of the $z$-frames are computed using a sigmoid function over the feature representation as:

$$p_t = \sigma(W f_z)$$  \hspace{1cm} (5)
Figure 3: The Diversity Sub-network allows us to bring sufficient uncorrelatedness between different summaries.

### 3.3 Diversity Sub-network

Next, the Diversity Sub-network (DSN) feeds on the concatenated audio-visual features after they are passed through a FC (fully connected) layer. The role of this sub-network is to incorporate diversity in the generated summaries. We apply sigmoid function after the FC layer to indicate the probability of a video-shot to be selected in the final summary. Bernoulli sampling is applied to select video shots $a_t \sim \text{Bernoulli}(p_t)$, where $\{p_t\}_{t=1}^T$ represents shot wise importance score, and $a_t \in \{0, 1\}$ represents the selection of the $t^{th}$ video shot in the final summary. As K-means typically does not work well on binary data, we apply Principal Component Analysis (PCA) to calculate the eigen vectors. We multiply this truncated eigen vector matrix with the obtained samples to produce a non binary representation which is more suitable in our case for efficient processing.

K-means is applied on the first model ($M_1$) to form $K$ clusters among which the generated summaries are distributed. At this stage, an average reward is calculated for each cluster. For the subsequent models, we use these $K$ representatives for cluster assignment. For the $(j+1)$-th model we remove the top $j \times K' (< K)$ clusters, where $j = \{0, ..., 4\}$ and use the remaining clusters to calculate the reward for that particular model. Thus, once a model has generated a short summary video we want to restrict other models from generating similar summaries for that input video anymore. Fig. 3 represents how diverse yet meaningful summaries are obtained through proper reward assignment. We discuss different reward functions and how we propose to use it under unsupervised and self-supervised settings in more details under section 3.4.

### 3.4 Reward Functions

Following Reinforcement Learning (RL) strategy, the AudViSum network will receive a reward $R(S)$ to evaluate the quality of the generated summaries. The better the summaries are w.r.t human annotation, higher the reward is. So, we are to maximize the expected reward over time. Ideally a good synopsis of a lengthy video sequence should be both diverse as well as a good representative i.e. it should capture the important moments and should be concise at the same time. In the following sections we will discuss about the proposed weighted representative $R_{rep}$ and diversity $R_{div}$ rewards under unsupervised and self-supervised settings and compare their performance.

#### 3.4.1 Unsupervised Reward

Since there is no prior work that we can directly compare with, we define our own baseline. To this end, we design and experiment with two unsupervised schemes:
Baseline Zhou et al. [58] proposed an unsupervised diversity-representativeness reward to guide the RL agent for video summarization. Taking cue from them we introduce a weighted reward function. In this, \( R_{\text{rep}} \) measures how good a representative the summary video is and \( R_{\text{div}} \) stands for the degree of diversity in the generated summaries. These two rewards could be expressed as:

\[
R_{\text{div}} = \frac{1}{\mathcal{X}(\mathcal{X} - 1)} \sum_{t \in \mathcal{X}} \sum_{t' \in \mathcal{X}, t' \neq t} d(s_t, s_{t'})
\]

(6)

\[
d(s_t, s_{t'}) = 1 - \frac{s_t^T s_{t'}}{\|s_t\|_2 \|s_{t'}\|_2}
\]

(7)

\[
R_{\text{rep}} = \exp\left(-\frac{1}{T} \sum_{t=1}^{T} \min_{t' \in \mathcal{X}} \|s_t - s_{t'}\|_2\right)
\]

(8)

where \( s_t \) stands for \( t^{th} \) shot level feature representation, \( d(\cdot, \cdot) \) is the measure of temporal distance, and \( \mathcal{X} = \{x_i | a_{x_i} = 1, i = 1, \ldots, |\mathcal{X}|\} \) are the indices of the selected frames.

Reward tends to get higher with increasing summary length. In order to eliminate this, we propose an experimentally found weighted reward scheme. While the diversity reward \( R_{\text{div}} \) is weighted by a factor of 1.5, the representative reward \( R_{\text{rep}} \) is weighted by 0.2. By assigning less weightage to representative reward we force the agent to generate semantically diverse summaries over time. Hence the overall reward is:

\[
R(S) = 1.5 \times R_{\text{div}} + 0.2 \times R_{\text{rep}}
\]

(9)

Teacher-Student Model Knowledge distillation is a very prominent way of teaching a part of the network to align according to some specific task. In this Teacher-Student (TS) setup we follow a sequential knowledge transfer strategy where the first model (\( M_1 \)) acts as a teacher to the second model (\( M_2 \)) which in turn acts as a teacher to \( M_3 \), and so on. The feedback received from the ‘teacher’ model is used to eliminate the top \( K' \) cluster samples thereby ensuring that the similar summaries are penalised by reinforcing summaries with diverse semantics. This TS benchmark model gains significant improvements over the baseline version as shown in Table 1.

3.4.2 Self-supervised Reward

Self-supervision plays an important role in the current landscape of the computer vision community. The scarcity of labelled data at a large scale is one of the primary reasons for the prominence of this particular discipline of research. Although we could see a considerable amount of supervised, weakly-supervised video summarization techniques being proposed lately, our work is the first to learn video summarization in a self-supervised manner. Thereby achieving two objectives (i) the model could be trained without the aid of any explicitly annotated data (ii) it is possible to produce diverse yet highly meaningful summaries by exploiting the interplay of multi-modal information without any human intervention.

Contrastive Loss Following Eq.1 and 2 we perform multi-modal attention by applying late fusion. Through self-supervision, we want the network’s visual attention to closely align with its audio counterpart. Let \( x^I \) and \( x^A \) represent the image and audio features respectively, we implement contrastive loss (Eq.10) so that the distribution gap between corresponding
Figure 4: Graphical representation of the shot-level importance scores as predicted by different variants of AudViSum for top-2 summaries on a sample video (3eYKfiOEJNs) from the TVSum dataset.

audio and visual modalities is reduced while the same between two different summaries are maximised as much as possible:

$$\mathcal{L}_N = -E_X \left[ \log \frac{\exp \left( f(x')^T g(x^A) \right)}{\exp \left( f(x')^T g(x^A) \right) + \sum_{j=1}^{n-1} \exp \left( f(x')^T g \left( x_j^A \right) \right)} \right]$$

(10)

$$\mathcal{R}(S) = 1.5 * \mathcal{R}_{div} + 0.2 * \mathcal{R}_{rep} + 0.5 * \mathcal{L}_N$$

(11)

We use InfoNCE loss for this purpose, this is intuitive also as we want the summaries to attend to multi-modal information and also generate diverse summaries at the same time. Eq. 11 represents the overall reward under the self-supervised setting. Fig. 4 compares the relative shot-level importance scores assigned by three different variants of AudViSum.

4 Experiments

4.1 Dataset

**Annotation** Since none of the existing annotations considered audio information while producing summaries, we annotated two very popular datasets TVSum [45] and OVP to satisfy the demands of the problem and subsequently carry out the evaluation process efficiently. We chose to annotate these two datasets due to their meaningful audio contents along with the visuals. TVSum contains 50 video samples spanning over 10 different categories from the TRECVid MED dataset involving news, how-to’s, documentaries, etc. Here the video duration ranges between 2 to 11 minutes. OVP comprises 50 relatively shorter videos (1 to 4 minutes) of documentaries, educational, historical, lectures among others.

In this work, as we have focused on audio-visual summary generation, the existing annotations were deemed infeasible. To this end, we define our own annotation rules and annotate the two above mentioned datasets as follows: we empirically found that 3 second shots are appropriate for capturing local contextual information with proper audio-visual coherence. To facilitate a holistic summary generation we record 3 different scores for each of these uniform length shots over the entire video. We collect a total of 500 annotations (10 per video).
To ensure a fair and unbiased scoring scheme, in half of those cases we make the annotators provide the visual-only scores first followed by audio-only scores and in the other half of the cases this order is reversed i.e. audio-only scores followed by the visual-only scores. In either case the last step is to provide aggregated shot-level audio-visual scores. We purposefully follow an intuitive three-pass annotation strategy to capture the actual essence of the video sequence, thereby making sure that if there is any unique yet important shot present, then that is deservedly included in the video synopsis. Finally for each shot we take a weighted average of these three scores (weights assigned to visual-only, audio-only, and audio-visual annotation are 25%, 25%, and 50% respectively). The scoring is done in a range of 1 (not important) to 5 (very important). The final summary annotation is selected by choosing top 15% shots after averaging out the scores provided by the 10 annotators. Details about the annotation statistics and scores are provided in the supplementary material.

4.2 Evaluation and Ablation

Following Otani et al. [36] we use Kendall’s $\tau$ and Spearman’s $\rho$ correlation coefficients to measure the association between the predicted summaries and GT annotations. As we generate three distinct summaries for each video, we report the best of three scores for the evaluation purpose. The objective is to maximize the expected reward:

$$J(\theta) = \mathbb{E}_{p_\theta(a_1:T)}[R(S)]$$

for the summary generator agent where the policy function is represented by $\pi_\theta$ with parameters $\theta$. Here, $p_\theta(a_1:T)$ denotes the probability distributions over possible action sequences and $R(S)$ is the weighted reward function. Table 1 illustrates the performances of AudViSum under different settings. Baseline and TS models are compared against 4 variants of the Self-supervised model (Contrastive). To justify the importance of a holistic audio-visual study we report the performance when only visual information is used to produce the summaries. Observe that models which use multi-modal data significantly outperform the setup where purely visual stream is used to generate the summaries. It should also be noted that on removal of the DSN module (which incorporates diversity) or self-attention from the MASN module (which ensures effective multi-modal semantic interplay) the performance drops considerably. The complete model with self-supervised contrastive reward achieves the best results. Although there is no prior method that we can directly compare our work with due to the scope of the problem under consideration, in order to contextualize our contributions we perform a quantitative comparison to illustrate the importance of this study. For fair assessment we report the scores obtained by the SOTA models when evaluated against visual-only annotations whereas our model is evaluated against the audio-visual.
Table 1: Ablation Study showing comparison of different variants of AudViSum.

<table>
<thead>
<tr>
<th>Method</th>
<th>TVSum $\tau$</th>
<th>OVP $\tau$</th>
<th>TVSum $\rho$</th>
<th>OVP $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.092</td>
<td>0.131</td>
<td>0.083</td>
<td>0.124</td>
</tr>
<tr>
<td>Teacher-Student</td>
<td>0.095</td>
<td>0.138</td>
<td>0.087</td>
<td>0.132</td>
</tr>
<tr>
<td>Visual only</td>
<td>0.044</td>
<td>0.059</td>
<td>0.035</td>
<td>0.048</td>
</tr>
<tr>
<td>w/o DSN</td>
<td>0.090</td>
<td>0.130</td>
<td>0.083</td>
<td>0.121</td>
</tr>
<tr>
<td>MASN w/o self-attn</td>
<td>0.087</td>
<td>0.128</td>
<td>0.082</td>
<td>0.120</td>
</tr>
<tr>
<td>Contrastive [proposed]</td>
<td>0.101</td>
<td>0.146</td>
<td>0.094</td>
<td>0.141</td>
</tr>
</tbody>
</table>

Table 2: Quantitative Comparison with increasing count of Contrastive summaries.

<table>
<thead>
<tr>
<th>Top-Y summaries</th>
<th>TVSum $\tau$</th>
<th>OVP $\tau$</th>
<th>TVSum $\rho$</th>
<th>OVP $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.092</td>
<td>0.138</td>
<td>0.083</td>
<td>0.128</td>
</tr>
<tr>
<td>2</td>
<td>0.095</td>
<td>0.143</td>
<td>0.087</td>
<td>0.135</td>
</tr>
<tr>
<td>3</td>
<td>0.101</td>
<td>0.151</td>
<td>0.094</td>
<td>0.141</td>
</tr>
<tr>
<td>4</td>
<td>0.101</td>
<td>0.152</td>
<td>0.095</td>
<td>0.143</td>
</tr>
<tr>
<td>5</td>
<td>0.102</td>
<td>0.152</td>
<td>0.095</td>
<td>0.144</td>
</tr>
</tbody>
</table>

Table 3: Quantitative Comparison between AudViSum and a few existing SOTA architectures on our annotation of TVSum dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Annotation Used</th>
<th>TVSum $\tau$</th>
<th>OVP $\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR-DSN [58]</td>
<td>Visual only</td>
<td>0.023</td>
<td>0.030</td>
</tr>
<tr>
<td>dppLSTM [51]</td>
<td>Audio-visual</td>
<td>0.040</td>
<td>0.054</td>
</tr>
<tr>
<td>Hierarchical RL [6]</td>
<td></td>
<td>0.079</td>
<td>0.114</td>
</tr>
<tr>
<td>Li et al. [29]</td>
<td></td>
<td>0.091</td>
<td>0.118</td>
</tr>
<tr>
<td>AudViSum contrastive [ours]</td>
<td></td>
<td><strong>0.101</strong></td>
<td><strong>0.146</strong></td>
</tr>
</tbody>
</table>

As seen, the inclusion of audio information while producing summaries is beneficial as our best model tends to outperform other SOTA visual-only summarization methods by considerable margin. Fig. 5 draws comparison between the best summaries generated by the Contrastive and TS variants respectively for the same video. Table 2 compares the performance when summaries generated from top-Y models in a self-supervised setting are considered for evaluation. The models are chosen by comparing the corresponding rewards obtained by them individually during training. For benchmarking, we compare summaries from these Y models against human annotation and report the best scores. Observe that there is a significant gain by opting to choose till 3 top summaries. On selecting more than 3 summaries there is no considerable improvement implying the best summary is most likely to be within top-3 ones. The self-supervised model tends to highly correlate with the human annotations. This could be attributed to the efficient multi-modal information mining and semantically meaningful reward function.

5 Conclusions

In this study, we present our recent exploration on multi-modal audio-visual summarization. Prior SOTA works were massively focused on visual-only summary generation techniques. However, our novel AudViSum network, to the best of our knowledge, is the first reported work that leverages the self-supervision scheme and produces holistic audio-visual summaries. We intend to propose a generic framework in contrast to prior task-specific methods or approaches that consider audio as an auxiliary source of information. To this end, we report three distinct summaries for each input video to ensure that generated summaries are diverse among themselves. We will release the code and our summary annotations on TVSum and OVP datasets to encourage further research in this area. We believe our research will open avenues to a wide range of applications in relevant areas like automated summary generation, video browsing, monitoring systems among others.
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