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Abstract
Humans are excellent at perceiving illusory outlines. We are readily able to com-

plete contours, shapes, scenes, and even unseen objects when provided with images that
contain broken fragments of a connected appearance. In vision science, this ability is
largely explained by perceptual grouping: a foundational set of processes in human vi-
sion that describes how separated elements can be grouped. In this paper, we revisit
an algorithm called Stochastic Completion Fields (SCFs) that mechanizes a set of such
processes – good continuity, closure, and proximity – through contour completion. This
paper implements a modernized model of the SCF algorithm, and uses it in an image
editing framework where we propose novel methods to complete fragmented contours.
We show how the SCF algorithm plausibly mimics results in human perception. We use
the SCF completed contours as guides for inpainting, and show that our guides improve
the performance of state-of-the-art models. Additionally, we show that the SCF aids in
finding edges in high-noise environments. Overall, our described algorithms resemble
an important mechanism in the human visual system, and offer a novel framework that
modern computer vision models can benefit from.

1 Introduction
Perceptual grouping is the process of grouping small visual elements, such as edges, into
larger, more meaningful structures. Perceptual grouping has a long history in computer
vision [13, 23, 35], but with the advent of deep learning, it has been overlooked in the context
of modern computer vision tasks in the past decade. This is possibly because such rules are
not easily implemented into modules that can be readily integrated within end-to-end deep
learning systems.
∗These authors contributed equally to this work. © 2021. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
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Figure 1: Here is an example overall view of our stochastic completion field (SCF) process-
ing pipeline used in an image inpainting model. We begin with an original image. First we
detect the edges and trace them into individual contours (shown in different colors). Next,
we find the keypoints (points to be connected; denoted sources and sinks) and the orienta-
tions at each keypoint. These orientations will be the starting directions of the random walks
in the SCF. After completing the walks, we can determine the probability of a path going
through each point; the brightness in the SCF image represents such probability. Zooming
in, we show a vector field that represents the most probable orientation at each point, with
the vector magnitude representing probability. We then find the most probably path through
the (x,y,θ) space from one keypoint (source) to the next (sink). We show the combination
of the completed path with the original outline and a new, complete outline. We also show
the completion over the original masked image, and improved result from inpainting.

In this paper, we propose a modernized framework that mechanizes classical ideas in
perceptual grouping, and address the aforementioned limitation by offering novel ways to
integrate perceptual grouping principles in modern computer vision systems. In perceptual
grouping, Gestalt psychologists have proposed qualitative grouping principles that govern
how the human visual system groups visual content [10]. These principles include prox-
imity, good continuation, symmetry, and closure. While these ideas started as qualitative
rules, several concrete and quantitative algorithms are continually being implemented as
models of human visual system functions [5, 9, 21, 27, 28, 30]. The same principles have
formed the basis for many computer vision algorithms as well [6, 11, 12, 19, 20, 24]. The
effortlessness nature of implicit knowledge extraction by deep neural networks paved the
way for scientists to focus less on computationally complex models designed for perceptual
grouping, simply due to the fact that these models lack the ability to be integrated in mod-
ern deep-net systems. However, such frameworks can still benefit and learn cues that are
perceptually motivated. [3, 18, 26] have shown that their perceptual grouping framework
“Field of junctions" detects edges better than any state-of-the-art edge detection CNNs, es-
pecially in the presence of a large amount of noise. Perceptual grouping-based salience
measures can also be combined with neural networks to aid in scene categorization [22].
Both of these methods achieve boosts in performance without any additional training, and
are integrated within larger computer vision systems. Here, we propose making use of a
perceptual grouping framework, the stochastic completion field (SCF), to help group con-
tour elements in an image by filling in the gaps between the contours [15, 31, 33, 34]. We
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Figure 2: (a): Fragment figure. (b): Keypoints of fragment with tangents. (c):Particle on a
random walk in [0,W ]× [0,H] at time t. (d): For each position, θ ∗ is the orientation which
results in the maximum field value across all orientations. (e) SCF applied to the source and
sink points. (d) Contour traced as the maximum probability path along the SCF.

build upon existing frameworks [32, 33] that compute probability density maps for incom-
plete contours that can potentially be connected. We revise and modernize the algorithm to
achieve contour completion on real appearance images and then use that to address some of
the most challenging problems in computer vision. Our contributions are three-fold: 1) We
revive and improve the original SCF algorithm in two ways: first by removing the need to
assign labels; and second by defining a data structure that allows us to complete contours.
2) We show that our SCF algorithm quantitatively models perceptual grouping processes,
and produces results consistent with human behavioural studies. 3) We show that our SCF
framework can be integrated in any computer vision model that uses contour shape struc-
tures – be it deep learning or classical (see Fig. 1 for an example of SCF used in inpainting).
Specifically, we integrate our SCF algorithm with models for inpainting and edge-detection
in noisy environments, and find that our methods significantly improve performance in those
tasks. Our software framework is made open-source and is available on GitHub (https:
//github.com/sidguptacode/Stochastic_Completion_Fields).

2 Our Approach to Contour Completion
In this section, we will address the problem of completing fragmented contours. Let’s as-
sume an incomplete contour fragment (e.g., the one shown in Figure 2a) that we want to
complete. We will first find the keypoints on this fragmented contour, which are the points
of interest that need to be connected. Keypoints can be identified in many ways; as the inter-
section of masks and the original photograph; as where contours of an object or a scene meet
the image boundary; where an object is occluded by another object; or in general any start
and end point of a contour that is perceptually perceived by the visual input. We can find
these keypoints and their tangential orientations (see Fig. 2b) using an independent model
(such as an edge map generator + logical linear operator [8]). From here, we seek to compute
a probability density function called the stochastic completion field (SCF) as shown in Fig-
ure 2c-e. This SCF will then pave the way to extract a completion path as shown in Figure
2f.

2.1 The Stochastic Completion Field
The likelihood of a candidate contour being the completion between a pair of keypoints is
related to the likelihood of a particle starting at one of those keypoints, called the source,
and traveling along the contour before stopping at the other keypoint, called the sink. To
compute "one" completion path in this space, we consider a particle that travels from any
source to any sink on a random walk in a 2-dimensional region that contains all of the key-
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Algorithm 1 Fokker-Plank(x,y,θ , P̃init,Tmax)

λ ← σ2/2(∆θ)2

for t = 0, . . . ,Tmax do
P̃t

x,y,θ ← P̃t
x,y,θ − cosθ · P̃t

x,y,θ + cosθ · P̃t
x−∆x,y,θ if cosθ ≥ 0 {Derivative along x}

P̃t
x,y,θ ← P̃t

x,y,θ − cosθ · P̃t
x+∆x,y,θ + cosθ · P̃t

x,y,θ if cosθ < 0 {Derivative along x}
P̃t

x,y,θ ← P̃t
x,y,θ − sinθ · P̃t

x,y,θ + sinθ · P̃t
x,y−∆y,θ if sinθ ≥ 0 {Derivative along y}

P̃t
x,y,θ ← P̃t

x,y,θ − sinθ · P̃t
x,y+∆y,θ + sinθ · P̃t

x,y,θ if sinθ < 0 {Derivative along y}
P̃t

x,y,θ ← λ P̃t
x,y,θ−∆θ

+(1−2λ )P̃t
x,y,θ +λ P̃t

x,y,θ+λθ
{Derivative along θ}

P̃t+1
x,y,θ ← exp

{
− 1

τ

}
· P̃t

x,y,θ {Update decay factor}
end for

points. Without loss of generality, we take this region to be [0,W ]× [0,H] (see Fig. 2c). The
state of the particle at time t is defined by a 3-tuple (x(t),y(t),θ(t)), where (x(t) and y(t))
defines the particle’s position, and θ(t) defines it’s direction of linear velocity. Assuming
that the particle’s linear velocity is a unit vector, we can model the change in it’s position as
ẋ(t) = cos(θ(t)) and ẏ(t) = sin(θ(t)), with a change in orientation θ̇(t) that is sampled from
a normally distributed stochastic process N (0,σ2) (with some constant σ ). This procedure
allows for a prior expectation of a smooth, unbroken set of completion contours, or in other
words, contours with “good continuation”. Now, we can represent the stochastic completion
field by a function C : [0,W ]× [0,H]× [0,2π)→ [0,1], such that C(s) gives the likelihood
of being in a state s, when moving from any source to any sink. If we let p(u,s,v) be the
likelihood that a random walk starts at u, passes through s and ends at v, then C(s) can be
written as

∫∫
p(u,s,v)dudv. Next, we expand p(u,s,v) by introducing four components: 1)

the likelihood that u is the source of a random walk, denoted pU (u); 2) the likelihood that
a random walk begins at u , ends at s, denoted p(s|u); 3) the likelihood that a random walk
begins at u and passes through s, ends at v, denoted p(v|u,s); 4) the likelihood that v is a
sink, denoted, pV(v). A random walk is a Markov process, meaning a future state is only
influenced by the current state and nothing before. This means that the likelihood p(v|u,s)
is independent of the starting point u and only depends on the current state s, so p(v|u,s) =
p(v|s). Therefore, we can compute the p(u,s,v) by separating the conditionals on u and
v. Specifically, this means that the SCF can be computed as C(s) = U(s)V (s) where U(s)
and V (s) are probability maps defined as: U(s) =

∫
pU (u)p(s|u)du for the source field and

V (s) =
∫

pV(v)p(v|s)dv for the sink field. We can evaluate C(s) by first computing the condi-
tional distribution at a given time, t, which we denote as C(s; t), and then marginalizing over
all t. Using the same principles, C(s; t) = U(s; t)V (s; t) where U(s; t) =

∫
pU (u)p(s|u; t)du

and V (s; t) =
∫

pV(v)p(v|s; t)dv. Both the source field (U(s; t)) and the sink field (V (s; t))
can be computed in the same way, because if u and v are swapped, we will achieve the same
distribution. Now, we will simplify our computations by detailing how these fields can be
computationally modeled. Let us imagine that we are computing a source / sink field, and
P(x,y,θ , t) represents the likelihood of a state s = (x,y,θ) at time t. This density P can be
computed from the initial condition (t = 0) with the following Fokker-Planck equation [32]
P(x,y,θ , t) = P(x,y,θ ,0) +

∫ t
0

∂P(x,y,θ ,t ′)
∂ t dt ′, and ∂P

∂ t = −cosθ
∂P
∂x − sinθ

∂P
∂y + σ2

2
∂ 2P
∂θ 2 − 1

τ
P

where P(x,y,θ ; t) represents the probability that a particle is at position (x,y) with orienta-
tion θ at time t. The term τ is a constant particle decay rate which enables a prior expectation
of “proximity”, i.e., ensuring that the likelihood of being on a path gets exponentially smaller
as we get further away from a source or sink. The solution to the Fokker-Planck equation

Citation
Citation
{Williams and Jacobs} 1996



REZANEJAD ET AL.: IMAGE COMPLETION WITH PERCEPTUAL GROUPING 5

Layer 1

256

36

Layer 1

256

256

36

Derivative along !

Layer 2

256

36

Layer 2

256

36

Derivative along "

Layer 3

256

36

Layer 3

256

36

Derivative along #

256 256

Layer 4

256

36

Layer 4

256

36

Update decay factor

256

!
!

"!"#

Π

Input Output 3D 
Stochastic

Completion Field

256

256

256

256

36

!
!

"!"#

$ ← cos #
) ← sin #

, ! = 1
1 + 0$%

&' &
1 − & + 2' &
& ' & − 1

Kernel filters:
,' ,

1 − , + 2' ,
, ' , − 1

-
1 − 2-
-

.!
"
#
1
1
1

256 256 256 256

λ ← ,/
2(Δθ)/

Orientation
Bins

Source
Field

Sink
Field

Figure 3: A schematic representation of how the SCF can be computed using a neural net-
work model. Given a source and sink, the neural network computes two 3D tensors: “source
field” and “sink field”. Each layer applies one step of the Fokker-Plank algorithm (see
Alg. 1). The recurrence relationship given by the Fokker-Plank equations can be computed
through the kernel filter convolutions given in this figure.

can be approximated using a finite difference method derived by taking the first-order terms
of a Taylor series. We consider W/∆x evenly spaced points over [0,W ], H/∆y evenly spaced
points over [0,H], and 2π/∆θ evenly spaced angles over [0,2π). We then define a function,
FOKKER_PLANK(x,y,θ ,Tmax), that approximates P(x,y,θ , t) for a discrete state, (x,y,θ)
and all t ≤ Tmax. Its implementation is described in Alg. 1. Applying FOKKER_PLANK to
each state, we obtain P̃, the finite difference approximation of P for t ≤ Tmax. We can then
readily approximate p(s|u; t) and p(v|s; t) by choosing P̃init to be the discrete approximations
of pU and pV , respectively. From here, computing C becomes a matter of integration. Fi-
nally, we can do all these computations using a neural network model with weights that are
updated by the sampling function for orientation and the decay factor, as shown in Fig. 3.

2.2 Assigning Sources and Sinks

Generating an SCF requires labelling keypoints as either sources or sinks, since we need
to know the specific pairs of keypoints that should be connected. The original formulation
of SCFs assumes that this labelling is given, but that is most often not the case when we
see broken contour fragments. We propose an algorithm that labels keypoints as sources or
sinks automatically, letting us know which points should be connected. Our approach is to
marginalize the distribution over all possible assignments of sources and sinks. We define
a loop, where during the ith iteration, we compute an SCF by assigning the ith keypoint as
the source, and the remaining keypoints as sinks. Intuitively, this generates a probability
distribution modeling the path from that specific source and visiting any of the remaining
keypoints. We accumulate the SCFs computed at each iteration into one SCF.

2.3 Tracing Optimal Completion Paths

We now describe our approach for tracing the optimal completion paths given an SCF. First,
for each discrete position, p = (x,y), we find the discrete orientation, θ ∗, which maximizes
the field value, that is, θ ∗ = argmaxθ C̃(x,y,θ). p is then assigned a vector whose magnitude
is C̃(x,y,θ ∗) and whose direction is θ ∗. The result is a discrete vector field, C̃vec(x,y), that
gives the most likely instantaneous direction of motion of the particle at (x,y). Given a
starting point (x1,y1) and end point (x2,y2), we can now trace the most optimal path by
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or other potentially upsetting content were removed from the
experiment (five images total).

2.2. Machine Generated Line Drawing

Given the limited number of scene categories in the Artist
Scenes database, particularly for computer vision studies, we
worked to extend our results to the two popular but much larger
scene databases of photographs - MIT67 Quattoni and Torralba
(2009) (6700 images, 67 categories) and Places365 Zhou et al.
(2018) (1.8 million images, 365 categories). Producing artist-
generated line drawings on databases of this size was not fea-
sible, so instead, we generated such line drawings algorithmi-
cally. Here, we utilized two di↵erent edge detection algorithms,
one from the family of learning-based edge detectors and one
from the family of classical edge detectors. Each of these edge
detectors produces an edge map image that represents the given
image’s edges, lines, or curves. Each of these edge maps is pro-
cessed and traced to obtain contour fragments having a width
of 1 pixel.

2.2.1. Edge Detection Using Structured Forests
Initially, in our first set of experiments, we fine-tuned the

output of the Dollar edge detector Dollár and Zitnick (2013),
using the publicly available structured edge detection toolbox.
From the edge map and its associated edge strength, we pro-
duced a binarized version, using per image adaptive threshold-
ing. The binarized edge map was processed to obtain con-
tour fragments of width 1 pixel. Each contour fragment was
spatially smoothed by convolution of the coordinates of points
along with it, using a Gaussian with � = 1, to mitigate dis-
cretization artifacts. The same parameters were used to pro-
duce all the MIT67 and Places365 line drawings. We con-
firmed that on the artist’s line drawing database 90% of the
machine-generated contour pixels were in common with the
artist’s line drawings. Figure 3 the third column from left
shows some typical machine-generated line drawings from the
Artist scene database using the Dollar’s framework. CNN-
based scene categorization results using Dollar’s edge detec-
tor have been reported in Rezanejad et al. (2019). The code
used to generate this type of line drawing is released here
https://github.com/mrezanejad/DollarLineDrawing.

2.2.2. Logical/Linear Operators
Later in the lifetime of this project, to obtain more accurate

results, we shifted from using Dollar’s edge detection algorithm
to another framework. This time, we modified the output of the
Logical/Linear edge detector Iverson and Zucker (1995), us-
ing their publicly available open-source implementation. This
approach has the advantage of being devised to recover image
curves while preserving singularities and junctions. We briefly
review the three kinds of image curves modeled in Iverson and
Zucker (1995).

Consider an image I : R2 ! R+, with P = [↵, �] and let
C :p 2 P ! R2 represent a smooth curve parameterized by
arc length (see Figure 4). The normal cross section Np(t) at the
curve point C(p) is given by:

T(p)

N(p)C(↵)

C(p)

C(�)

Fig. 4. An image curve shown as C : p 2 P ! R2 with unit tangent vector
T(p), and unit normal vector N(p).

Np(t) = I(C(p) + tN(p))), p 2 P, t 2 R. (1)

Using local structural conditions in the directions tangential and
normal to the curve, the following three image curve categories
are suggested in Iverson and Zucker (1995):

1. C is an Edge i↵C is an image curve such that the following
condition holds for all p 2 P:

lim
t!0�

Np(t) > lim
t!0+

Np(t)

2. C is a Positive Constrast Line i↵ C is an image curve such
that the following condition holds for all p 2 P:

lim
t!0�

N0p(t) > 0 and lim
t!0+

N0p(t) < 0

3. C is a Negative Constrast Line i↵C is an image curve such
that the following condition holds for all p 2 P:

lim
t!0�

N0p(t) < 0 and lim
t!0+

N0p(t) > 0

Here, we focus on just the first condition where we deal with
just edges obtained using Logical/Linear operators. In Iverson
and Zucker (1995) operators are designed to respond when any
of the above conditions are met locally in an image, and if so,
either an edge or a line is reported. Figure 3 second column
from left shows some typical machine-generated line drawings
from the Artist scene database using Logical/Linear method.
In our experiments; from the output edge map and its associ-
ated edge strength and edge directions, we produced a binarized
version. The implementations for this type of line drawing gen-
eration are available at https://github.com/mrezanejad/
LineDrawingExtraction.

To get a better sense of how these two automated methods of
line drawing generation would compare to each other, we com-
pared edges obtained using Logical/Linear edges and Dollar’s
edge detector with artist actual line drawing (see Figure 3). The
left subfigure shows examples of non-binary edges produced
by each of these methods and what we have recorded from the
artist’s hand-drawn sketch. On the right, we show the Precision-
Recall curve for both of these methods. Logical/Linear per-
forms slightly better in terms of F-measure performance on the
Artist scene dataset.

3. Medial Axis Based Contour Saliency

Owing to the continuous mapping between the medial axis
and scene contours, the medial axis provides a convenient rep-
resentation for designing and computing Gestalt contour im-
portance measures based on local contour separation and local

. . .

Marginalized 
SCF

Figure 4: Pipeline of how SCFs are used in computer vision systems. The orange blocks can
represent any computer vision model that uses contour information (in this case, we have a
contour generator and an inpainting model). The green blocks show how SCFs integrate into
the system for added perceptual grouping information. The Marginalized SCF block can be
implemented via Alg. 1, or as the neural network mentioned in Fig. 3.

greedily taking steps of a particular size in these most probable directions. As the resulting
positions may no longer be on the discrete grid, we use a linear interpolation of C̃vec over
[0,W ]× [0,H] to compute the corresponding vector on the new position from the vector field.
The algorithm iteratively builds a list of points representing our traced path as described, and
it terminates once the current position is near the specified end point (within a distance
radius of a particular value). Now the result is an automated algorithm that computationally
completes fragments from disconnected boundaries, without any training. The applications
of such a toolbox, as well as its effectiveness, are explored in the following sections.

3 Image Inpainting
Image inpainting is the process of recovering content from an image with missing regions.
These missing regions are represented as pixels without actual image information, and hence
there is uncertainty of the content. Recently, it has been demonstrated that modern inpainting
methods can be improved through guiding the inpainting models with added geometric con-
straints [36, 37, 38]. [39] found that by adding a "guide" to show where there is a boundary
between regions of distinct image content, the inpainted images are rated as more similar to
the intact images by human observers. EdgeConnect [16] take this further by trying to “hallu-
cinate” missing edges, which yields images with more boundaries, and allows the generated
inpainted images to retain finer details. Here, we show that completion of missing contour
fragments can play a big role in solving problems of this nature. Concretely, we use SCFs
to generate contours that will serve as guidance for inpainting models. We first complete the
contours through a masked region, as described in section 2.3. Then, those contours guide
the generative inpainting models to fill in the missing context from the original image, with
our added geometric constraints (see Fig. 4 for a visual representation of how our inpainting
setup is implemented).

4 Experiments and Results

4.1 Object Boundary Completion
We start this section by showing some “toy” examples of SCFs in Fig. 5 (left). The three
images show the result when three or four pairs of keypoints are positioned next to each other
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Figure 5: Examples of stochastic completion fields. Probability is denoted by luminance
(dark = high probability). Near the sources and sinks there is high probability, and as we get
farther from the keypoints there is less probability. Probability is averaged over all orienta-
tions of the completion field. Right: example completion fields for half-image line drawings
of an anchor. The original line drawings are from [25]. The left image shows the completion
for the junction half image, and the right shows the completion for the middle half image.
We show the dot product with the completed SCF, and the image containing only the missing
segments, as described in Section 4.

in opposite directions, as if they lie on a circle, on a square or on a triangle. [2] showed that
human observers are better at classifying degraded line drawings when shown only contour
junctions than when shown only the middle segments. When subjects are given an incom-
plete object boundary, their visual systems try to complete the missing boundary fragments
as much as possible to make a better prediction of what the representative object class could
be. When the visual system has difficulty completing the objects, the object is not recogniz-
able. In this section, we show how the SCF’s computational power compares with human
behavioural studies. In this experiment, which was motivated by the behavioural experiment
of [1], we tested the algorithm on the Snodgrass and Vanderwart dataset of 260 manually
traced line drawings of objects [25]. The traced objects were separated into half-images,
one set with the segments containing junctions, and the other set with the segments contain-
ing the pieces between junctions (middle segments). We then completed the two types of
half-drawings using the SCF algorithm. To test the quality of the completion, we take the
dot product with the completed SCF, and the image containing only the missing segments.
This gives a single number representing how well the SCF matches the missing segments.
Our results show that the SCF completes the half-images with the junctions more faithfully
than the half-images with the middle segments in 241 / 260 (93%) of the drawings, aligning
with the results of [2] (see Fig. 5 left). The difference in the quality of the completions was
highly significant (t(259) = 20.64, p < 2.2×10−16). Table 1 shows a comparison of the re-
sults. This suggests that SCFs are useful for predicting the types of incomplete line drawings
that are easy to complete by the human visual system. It also demonstrates that SCFs can
form a plausible algorithmic implementation of the Gestalt principle of good continuation.

Mid-segments Junctions
Proportion Correct [2] 0.833 0.727

SCF dot product a.u. (σ ) 0.298 (0.49) 0.152 (0.14)

Table 1: Table comparing the human results [2] and the SCF. The quality of the comple-
tions matches how human observers recognize incomplete objects. The human proportion of
correct recognition is higher for junctions, just as the dot product between the truth and the
completion of the SCF for junctions is higher.
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Input Contours GatedConv EdgeConnect Ours Ground Truth

Figure 6: Results comparing between in-painting methods, including EdgeConnect (EC)
that uses contour guidance. In ours, we complete edges using SCF to provide guidance in
the place of hallucinated contours generated by EdgeConnect. Please note that in the second
column, our contours are shown by “green” and contours hallucinated by EdgeConnect are
shown in “blue”. See supplementary materials for more examples.

4.2 Inpainting Experiments

We evaluate our image completion pipeline on the MSRA-10K dataset, which is a dataset
of objects originally used for object salience detection [7]. We show the output of [16, 39]
and our method, along with the completed contours used for guidance in Figure 6 for several

Citation
Citation
{Hou, Cheng, Hu, Borji, Tu, and Torr} 2019

Citation
Citation
{Nazeri, Ng, Joseph, Qureshi, and Ebrahimi} 2019

Citation
Citation
{Yu, Lin, Yang, Shen, Lu, and Huang} 2019



REZANEJAD ET AL.: IMAGE COMPLETION WITH PERCEPTUAL GROUPING 9

examples from the MSRA-10k dataset.
In a test set of 1688 different images, we ran edge connect [16] using hallucinated edges

(with no manual intervention), and also using the same set of edges, this time completed
with SCFs. We compare how each of these methods perform by using the structured sim-
ilarity index measure (SSIM). We found that inpainting using the SCF completions were
significantly closer to the ground truth than inpainting using only EdgeConnect’s halluci-
nated edges (t(1687) = 13.05, p < 3.6×10−37). In fact, on 1066 of the 1688 images tested,
inpainting with the SCFs as a guide yielded better results than its counterpart alternative
(EdgeConnect). We compared the quality of the results to other methods, including peak
signal-to-noise ratio (PSNR), l1 and l2. PSNR also shows that our results are a significant
improvement over EdgeConnect (t(1687) = 3.06, p = 0.002), though the effect is less strong
under this measure. l1 and l2 show that our method is a highly significant improvement over
EdgeConnect (t(1687) = 29.21, p = 3.8× 10−152, and t(1687) = 14.52, p = 4.3× 10−45

respectively).

4.3 Detecting Edges in Noise

Another application of our SCF framework is to aid contour detection in images with high
levels of noise. In cases where the image noise is extremely high, especially if edges are
of low contrast, edge detection becomes extremely difficult. In Figure 7, we show images
of a low contrast letter and a low contrast scene contaminated with noise. In such cases,
edge detection by classical algorithms [4, 14], and even state-of-the-art ones [17] fail. Here,
we propose a perceptual grouping based approach to detect such edges in the presence of
noise. We first downscale the image. In cases where the noise is uncorrelated, reducing the
image size will average out some of the noise, and allow some, but not all, of the edge to
be detected. We detect edges using the logical-linear edge detector [8]. The benefit of this
edge detector is that it gives precise orientation information at each point. It can even give
multiple orientations at a single point, allowing for the accurate representation of contour
junctions and corners. The edge detector returns a map of edges and associated strengths in
each direction. We binarize the map and trace the contours to obtain contour fragments that
are each one pixel wide. After detecting edges we upscale the image. Up-scaling the image
back to the original size will increase the number of missing contour segments. We make use
of the orientation information given by the logical-linear edge detector as our keypoints. We
then use SCFs to complete the gaps and yield a complete boundary. To perform a more in-
depth analysis of how well our edge detection performs in noise, we used the Artist dataset.
In this dataset, color photographs from six categories of natural scenes (beaches, city streets,
forests, highways, mountains, and offices) were downloaded from the internet and selected
by Amazon MechanicalTurk workers looking for the most representative scenes for each
category. Line drawings of these photographs were generated by trained artists at the Lotus
Hill Research Institute [29]. The resulting database had 475 line drawings in total with 76-
80 exemplars from each of the six categories: beaches, mountains, forests, highway scenes,

Measure gPb DexiNed Ours
Precision 0.1258 0.4189 0.6895

Recall 0.3130 0.1131 0.1636
F1 0.1795 0.1781 0.2645

Table 2: Results (Precision, Recall and F1) scores for different methods of detecting edges
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Noisy Image Low-res Edges DexiNed gPb Ours Ground Truth

Figure 7: Examples of detecting the edges of noisy images. Gaussian noise was added to
low-contrast images of letters (with σ = 39% of the range of the pixel values) and scenes
(with σ = 79%). Using SCFs we can make use of the low-resolution edges, by upscaling
to the original size and completing the broken contours. The resulting boundary recovers
many more of the edges in the images. The same procedure of downscaling to remove noise
did not improve the performance of the other edge-detection algorithms. See supplementary
materials for more examples.

city scenes, and office scenes. Images with fire or other potentially upsetting content were
removed from the experiment (five images total). In Table 2, we compare our method to the
DexiNed [17] and gPb [14] algorithms.

5 Conclusion
In this paper, we introduce a modernized SCF algorithm, and demonstrate its power when
integrated with deep computer vision models. Our improvements include a method for auto-
matically finding sources and sinks, so that our SCF algorithm no longer needs to have prior
knowledge about the source and sink pairs for computation. In addition, we show that our al-
gorithm mechanizes perceptual grouping processes, and mimics results in human perception
when completing broken contour fragments. In addition to a Fokker-Planck equation imple-
mentation of the SCF algorithm, we introduce a 4-layer neural network model that computes
SCF probability maps using a set of small kernel filters. We show how these implementations
can be substituted into computer vision models that explicitly represent contour information.
Specifically, we integrate our SCF blocks with inpainting generative models and models for
edge-detection in noisy images. We find that our results outperform the state-of-the-art mod-
els with no additional training. Ultimately, our work improves upon the SCF algorithm and
demonstrates how to integrate it in modern computer vision systems.
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