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Abstract
Knowledge distillation based deep model compression has been actively pursued in

order to obtain improved performance on specified student architectures by distilling
knowledge from deeper networks. Among various methods, attention based knowl-
edge distillation has shown great promise on large datasets. However, this approach
is limited by hand-designed attention functions such as absolute sum. We address this
shortcoming by proposing trainable attention methods that can be used to obtain im-
proved performance while distilling knowledge from teacher to student. We also show
that, using dense connections efficiently between attention modules, we can further im-
prove the student’s performance. Our approach, when applied to ResNet50(teacher)-
MobileNetv1(student) pair on ImageNet dataset, has a reduction of 9.6% in Top-1 error
rate over the previous state-of-the-art method.

1 Introduction
A fundamental challenge in deep learning is to make models faster without compromising
their accuracy. Neural networks, which obtain state-of-the-art results on real-world datasets,
are deep, have billions of parameters and incur significant computational cost [7]. On the
other hand, shallow networks are fast but achieve significantly lower accuracy. To reduce this
trade-off, several approaches like knowledge distillation [2], model pruning [27] and model
quantization [6] have been proposed. In this work, we focus on knowledge distillation be-
cause of it’s efficacy to increase accuracy of smaller networks. In knowledge distillation,
information like soft probabilities [10] or feature maps [24] are extracted from a deep net-
work (or teacher) and this knowledge is used to train a shallower network (or student).

Attention Transfer [36] is the first knowledge distillation method which has shown promis-
ing results on ImageNet. They compute attention maps (RH×W ) from different convolution
layers (RC×H×W ) of a teacher network to train the student. However, it has a major draw-
back: it relies on using hand-designed functions (like squared-sum) to extract attention maps.
These attention maps are unable to capture the richness of multi-channel feature maps.
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Figure 1: Feature Maps vs Attention Maps: Visualization done on last convolution layer and
its corresponding attention encoder of ResNet34 and ResNet50. Feature maps (Column 1-2)
are more sparse than dense attention maps (Col. 4-5). However, squared-map [36] (AT) of
the feature maps (Col. 3) are almost same as that of dense attention maps (Col. 6).

To address this drawback, we propose to distill trainable multi-channel attention maps,
instead of 1-channel hand-crafted attention maps, from teacher. Multi-channel (RK×H×W )
spatial attention maps are learnt from selected convolution layers (RC×H×W ) where K <=C.
Moreover, using DenseNet [12] as our inspiration, we improve the learnability of attention
maps by creating inter-block dense connections between the attention modules (hence the
name dense attention). It should be noted that our work is not about attention or increasing
accuracy of teacher network, but to show that a teacher network could be equipped with
simple yet effective attention modules to learn what are the most valuable things to teach a
student.

Classical knowledge distillation methods like KD [10] have another important shortcom-
ing on large-scale datasets like ImageNet - student networks are unable to mimic very deep
teachers [4, 18]. However, in our approach, we find that, a smaller network like ResNet18
is able to mimic dense spatial attention from a very deep network like ResNet152. This im-
plies that knowledge, learnt in the form of dense spatial attention, from a very deep teacher
is useful to train a much smaller student network.

Our method is also unaffected by the scale of the dataset, i.e., it performs equally well on
both small and large-scale datasets. We also observe that for really small student networks
like ShuffleNetv2 [17], our method significantly outperforms existing methods.

To summarize, our contributions are as follows:

1. We propose a way to distill trainable spatial attention maps for knowledge transfer. To
the best of our knowledge, this is the first work in the model compression space which
transfers trainable attention.

2. We show that, efficiently creating dense connections between attention modules helps
to learn more effective and transferable attention maps and this improves accuracy of
a student network significantly.

3. Through our experiments on large-scale datasets like ImageNet [25], Places2 [37] and
small-scale datasets like CUB [30], 10% of ImageNet, CIFAR100 [15], we demon-
strate that, while addition of dense multi-channel attention blocks do not make the
teacher network significantly more accurate, the knowledge extracted from them sig-
nificantly improves the performance of the student network. Additionally, we show
that this method can also be used to mimic very deep teacher networks.
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2 Related Works

Our work is closely related to knowledge distillation. It is also related to visual attention, as
we used spatial attention module for extracting knowledge from teacher.

2.1 Visual Attention

Visual attention helps models to naturally filter information according to their importance.
Spatial attention is a type of visual attention which takes feature maps as input and generates
masks for each position. Residual-Attention [31] is one of the pioneer works to use attention
on CNN, it uses complex trunk-and-mask attention mechanism. SqueezeNet [11] (channel
attention), CBAM [32] (channel attention + spatial attention), Harmonious-Attention [16]
(spatial attention + channel attention + hard regional attention) simplified it further and in-
creased efficiency of deep network. In our work, we have used only spatial attention module,
to extract transferable attentional information.

2.2 Knowledge Distillation

Knowledge distillation is first proposed by Bucilua et al. [3]. Ba and Caruana [2] has shown
that squared error between logit values works better than softened probabilities. Fitnets [24]
has used intermediate hidden layer outputs along with softened probabilities. Noisy-Teacher
[26] has perturbed logit outputs with small amounts of Gaussian noise during teacher-student
training, thereby creating the effect of multiple teachers.

However, these methods do not work well for large and challenging datasets like Im-
ageNet. To overcome this drawback, AT [36] has transferred 1-channel hand-designed at-
tention maps (like channel-wise sum of squared activations) using L2 loss. However, this
attention map fails to capture the richness of the underlying multi-channel convolution map.
ESKD [4] has observed that a student network trained using KD [10] on ImageNet has lower
accuracy than a corresponding network trained from scratch. In order to circumvent this
problem, they have stopped knowledge distillation early in the training process and perform
gradient descent using only cross-entropy loss for the remaining epochs. [5] has proposed to
transform the final layer feature map output by using an autoencoder, which can be trained
in an unsupervised fashion. Factor Transfer (FT) [14] has used a paraphrase network to
encode teacher knowledge and a translator network to help the student learn from this en-
coded knowledge. Slimmable neural network [34, 35] proposed to train the slim networks
with inplace-distillation method using soft-probabilities as target. [18] performs multi-step
knowledge distillation by employing an intermediate-sized network to bridge the gap be-
tween a deep teacher network and a student network. SSKD [33] uses self-supervision loss
between teacher and student to train the student network. Margin-ReLU [8] has used pre-
ReLU feature maps and has filtered them using their margin-ReLU concept. CRD [28] has
used contrastive based objective for knowledge transfer from one or more teacher networks
to a student network. We have chosen Margin-ReLU [8] as our primary baseline as it out-
performs other methods like FT/CRD [14, 28] and it’s source code is publicly available.

We address the issues of AT [36] by extracting trainable multi-channel spatial attention
(Section 3.1) maps from the teacher network. We also improve these maps by introducing
dense connections between attention modules (Section 3.2).
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Figure 2: Left: Proposed multi-channel spatial attention module. Output of the colored box
is multi-channel spatial attention. c

r is number of channels in the attention block.
Right: Dense Multi-channel Spatial Attention: Simplified dense connection between multi-
channel spatial attention blocks. Output of colored box is dense spatial attention. r1, r2,
r3 are reduction rate of block1, block2 and block3 respectively. This is a 3-block dense
connection.

3 Methods
Section 3.1 describes multi-channel spatial attention module. Section 3.2 describes how
learning of these spatial attention maps can be improved through dense connections.

3.1 Multi-channel Spatial Attention

Multi-channel spatial attention module is a simplified spatial attention module with multi-
channel encoder. Teacher network is modified with this attention module.

Spatial attention module used in the mask branch in Residual-Attention [31] is compu-
tationally expensive to learn and hence it is not suitable for our task. Harmonious-Attention
[16] has used a more simplified approach but the resulting spatial attention map has just 1
channel. We argue that, in order to encode rich positional information from multi-channel
feature maps, it is necessary to learn multi-channel attention maps. This is because the same
spatial position can have different importance for different feature maps. Hence we want to
construct an attention module which can be easily learned and can produce multi-channel
attention encoder.

Our multi-channel attention module is shown in Fig. 2 (Left). At first, 3× 3 convolu-
tion operation is applied on the input feature map (say, xi) followed by scaling and sigmoid
operations. We can summarize our approach as follows:

xmc
i = BatchNorm(Conv3×3(xi)) (1)

Eqn. 1 is the encoder of the attention module. xmc
i is the multi-channel spatial attention map

and this map is then scaled and applied on the input feature map xi using Eqn. 2 and 3.
yi = Sigmoid(BatchNorm(Conv3×3(Activation(xmc

i ))) (2)
Eqn. 2 is the decoder of the attention module and Activation is any activation function.

xi = xi� yi (3)
Number of output channels in the encoder depends on the reduction rate. For example,

if we use 1
4 as the reduction rate for a given layer which has 256 channels, then the attention

encoder will have 256
4 = 64 channels for resulting attention map.

In Section 3.2, we improve on multi-channel spatial attention by incorporating simplified
dense connections between attention blocks.
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Figure 3: Transferring dense multi-channel attention from teacher to student. Green boxes
denote the auxiliary Conv3×3 layers (encoder part) added to student. k1 and k2 are the chan-
nels of the multi-channel attention map. The auxiliary layers are used only during training,
not during inference.

3.2 Dense Multi-channel Spatial Attention

Attention modules placed on intermediate layers of a deep network suffer from vanishing-
gradient problem for the following reasons:

1. Attention module contains sigmoid activation function (see Eqn. 2).

2. Distance from final output layer to intermediate attention modules is large.

While it is necessary to use sigmoid function for normalizing decoder outputs, we can reduce
effects of vanishing-gradient by using dense connections [12] between the attention modules,
reducing their distance from final output layer.

In DenseNet [12], a given layer in a network is directly connected to all its previous
layers. We can apply a similar principle in our case as well. Multi-channel attention maps
from previous layers (i.e., encoder outputs of previous attention blocks) are subsampled (in
order to have same spatial resolution for concatenation) using a 3×3 convolution as follows:

Sub(xmc
i ) = BatchNorm(Conv3×3(Activation(xmc

i )) (4)

If xmc
1 , ...,xmc

i−1 are the multi-channel spatial attention maps from previous blocks (obtained
using Eqn. 1), then dense connection for the ith block is created by computing xdatn

i as
follows:

xdatn
i = concat[Sub(xmc

1 ), Sub(xmc
2 ), .., xmc

i ] (5)

To reduce memory consumption, instead of using all previous attention encoder outputs
for concatenation, we simplify Eqn. 5 by concatenating xdatn

i−1 and xmc
i as shown in Fig 2

(Right). In this case, xdatn
i is computed as follows:

xdatn
i = concat[Sub(xdatn

i−1 ), xmc
i ] (6)

Obviously xdatn
1 = xmc

1 as it has no previous input. For all other cases, xdatn
i contains infor-

mation from all previous attention layers. Like Section 3.1, xdatn
i is subsequently scaled and

applied on the input feature map xi using Eqn. 2 and 3. This simplified dense connections
(Eqn. 6) makes it efficient to train the teacher as well as transferring knowledge to student.

In DenseNet [12], connections between different convolution blocks improves learning
of feature maps (or trunk branch). Similarly, connections between different multi-channel
spatial attention modules (and hence the name dense attention) improves learning of attention
maps (or mask branch) by shortening distance between output layer and attention layer .
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3.3 Attention Transfer to Student

Teacher network is modified with dense attention modules, and trained or finetuned accord-
ingly (see supplementary material for details). However, student network is modified with
only auxiliary Conv3x3 layers (i.e., the encoder part, see Eqn. 1) during training to mimic the
target dense attention maps, as shown in Fig. 3. During inference, these layers are discarded,
hence, the time complexity of the student network during inference remains unchanged.

Attention maps from teacher and student must be normalized before passing it to loss
function. Two-step normalization is used: mean-subtraction (by mean calculated across the
channels), and then with L2 norm. Standard cross-entropy loss with ground-truth labels and
L2 loss between attention maps of teacher and student are used as the loss function. Let Ti and
Si are normalized attention output vector from ith block of teacher and student respectively.
Then the loss function can be expressed as:

Cross-entropy loss+β ∗∑
i
||Ti−Si||2 (7)

β , in the above equation, is decayed during training in order to avoid overfitting. See
supplementary material for details.

3.4 Summary of trainable Attention Transfer method

1. Decide the mapping between teacher and student intermediate layers.

2. Add dense attention modules to teacher (see Section 3.2).

3. Train teacher with standard hyperparameters.

4. Add auxiliary encoder layers to student network as shown in Fig. 3.

5. Normalize encoder outputs(attention maps) from teacher and student.

6. Train student network using Eq. 7.

4 Experimental Evaluation

We thoroughly evaluate our method (abbreviated as Dense-ATN) on ImageNet [25], Places365
[37], 10% subset of ImageNet [25] and CUB [30] which have different grains (fine-grained
and regular) and scales (small and large-scale). It should be noted that all these datasets
have high resolution images (224×224 or higher) and they represent more real-world sce-
narios. We also evaluate our method on CIFAR100 [15] dataset which consists tiny images
of resolution 32×32.

4.1 Experimental Setup

For baseline methods, the teacher network is not modified. For Multi-channel and Dense-
ATN methods, the teacher network is modified with multi-channel spatial attention and dense
multi-channel spatial attention modules respectively. Training hyperparameters for teacher
and student are given in the supplementary material.

Citation
Citation
{Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, Berg, and Fei-Fei} 2015

Citation
Citation
{Zhou, Lapedriza, Khosla, Oliva, and Torralba} 2017

Citation
Citation
{Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, Berg, and Fei-Fei} 2015

Citation
Citation
{Wah, Branson, Welinder, Perona, and Belongie} 2011

Citation
Citation
{Krizhevsky etprotect unhbox voidb@x protect penalty @M  {}al.} 2009



BHARAT, SOUMYA, VINAY, RAGHU: TRAINABLE DENSE ATTENTION 7

ResNet34→ ResNet18
ResNet34 ResNet18

Method Top-1 Top-5 Top-1 Top-5
Baseline(no transfer) - - 29.70 10.56

AT[36] 26.69 8.58 29.30 10.04
FT[14] 26.69 8.58 28.57 9.71

ESKD[4] 26.69 8.58 29.16 -
CRD[28] 26.69 8.58 28.83 9.87

Margin-ReLU[8] 26.69 8.58 28.86 9.96
Multi-channel 25.69 8.16 28.43 9.48
Dense-ATN 25.55 8.12 27.96 9.10

Table 1: Results for ResNet34 (Teacher)→ ResNet18 (Student) on ImageNet: Our methods
outperform the baselines by at least 2.1% in Top-1 and 6.3% in Top-5 error rates.

ResNet50→MobileNet
ResNet50 MobileNet

Method Top-1 Top-5 Top-1 Top-5
Baseline(no transfer) - - 30.78 11.08

AT[36] 23.84 7.14 30.44 10.67
FT[14] 23.84 7.14 30.12 10.50

Margin-ReLU[8] 23.84 7.14 28.75 9.66
CRD[28] 23.84 7.14 29.6 -

Multi-channel 22.77 6.45 26.54 8.45
Dense-ATN 22.73 6.40 25.93 8.14

Table 2: Results for ResNet50 (Teacher)→MobileNet (Student) on ImageNet: Our methods
outperform these baselines by at least 9.8% in Top-1 and 15.7% in Top-5 error rates.

4.2 ImageNet

ImageNet 2012 [25] has 1000 classes and over 1.2 million training images each of size
224×224. The models are evaluated on a validation set of 50,000 images.

Results are shown in Table 1 and Table 2. Using multi-channel attention transfer, we see
significant improvements over the baseline methods. With dense multi-channel attention,
we obtain even better results and it beats the current state-of-the-art methods by a signifi-
cant margin. This indicates that dense connections between multi-channel spatial attention
modules help the model learn more transferable attentional features. The accuracy of the
teacher network with dense attention is slightly higher than the vanilla pre-trained version.
However, this difference in accuracy has little contribution towards the significant improve-
ment of our student model over the baseline methods. This is explained in more details in
the supplementary material.

4.3 Places365

This is a large-scale dataset on scene-recognition. Places365-Standard [37] has 365 classes
and over 1.8 million training images each of size 224×224. Validation set consists of 36,500
samples. In both Places365 and CUB, we consider AT [36] and Margin-ReLU [8] as base-
lines because of the availability of their source codes. Results are presented in Table 3. Here,
the student network trained using our method achieves the same accuracy as the teacher. Had
we used a more accurate teacher, the student network could have achieved an even higher
accuracy.
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ResNet50→MobileNet
ResNet50 MobileNet

Method Top-1 Top-1
Baseline(no transfer) - 46.93

AT[36] 44.40 45.42
Margin-ReLU[8] 44.40 45.09

Multi-channel 44.46 44.81
Dense-ATN 44.43 44.38

Table 3: Results on Places365

ResNet50→ ResNet18
ResNet50 ResNet18

Method Top-1 Top-1
Baseline(no transfer) - 27.7

AT[36] 23.24 26.35
Margin-ReLU[8] 23.24 25.56

Multi-channel 23.16 24.39
Dense-ATN 23.07 23.63

Table 4: Results on CUB

Network Baseline AT[36] CRD[28] Margin-ReLU[8] Dense-ATN
ResNet18 50.89 48.21 47.23 46.16 44.56
MobileNet 47.60 45.42 46.1 44.67 42.78

ShuffleNetv2_x1.0 51.59 48.96 49.48 48.23 46.27
ShuffleNetv2_x0.5 57.79 56.82 58.47 57.33 54.07

Table 5: Results on ImageNet 10% dataset: Top-1 error rate of different student networks.
ResNet152 and ResNet152-DATN as teacher has error-rate of 42.92% and 42.10% respec-
tively.

4.4 10% subset of ImageNet

Here, we create a small-scale dataset by taking 10% of training samples per class from Ima-
geNet 2012 [25] dataset, i.e., 128 samples/class are randomly selected for training purpose.
Validation set remains as it is. We use ResNet152 as teacher and try out four different stu-
dents: ResNet18, MobileNet, ShuffleNetv2_x1.0 [17], ShuffleNetv2_x0.5 [17].

Results are shown in Table 5. Our method gives an average 4% relative improvement over
the nearest baseline. We also observe that, in case of a tiny network like ShuffleNetv2_x0.5,
our method gives a healthy absolute improvement of 3.72 over the base model (student base
accuracy), whereas other methods fail to give any significant improvements.

4.5 CUB

CUB-200-2011 [30] is another small-scale dataset, popularly used for fine-grained image
classification. It has 200 classes and over 11000 training images, each of size 224×224. We
follow the standard practice of initializing the network with ImageNet pretrained weights
and then fine-tuning on CUB. Results are presented in Table 4.

4.6 CIFAR-100

CIFAR100 [15] dataset contains 50k training images with 500 samples per class, and 10k
testing images with 100 samples per class. The image resolution is 32×32. Results are
shown in Table 6. Our method gives significant improvement over state-of-the-art methods,
thus showing it’s versatile nature. For a fair comparison, we re-run the publicly available
code for SSKD [33] without using the KD loss [10]. Hence our results for SSKD are lower
than those reported in the original paper.
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Teacher wrn40-2 resnet32×4 ResNet50 resnet32×4 resnet32×4 wrn40-2
Student wrn40-1 resnet8×4 vgg8 ShuffleNetV1 ShuffleNetV2 ShuffleNetV1

Teacher 75.61 79.42 79.34 79.42 79.42 75.61
Teacher-DATN 75.84 79.42 79.76 79.42 79.42 75.84

Student 71.98 72.50 70.36 70.5 71.82 70.5

KD [10] 73.54 73.33 73.81 74.07 74.45 74.83
FitNet [24] 72.24 73.5 70.69 73.59 73.54 73.73

AT [36] 72.77 73.44 71.84 71.73 72.73 73.32
SP [29] 72.43 72.94 73.34 73.48 74.56 74.52
CC [22] 72.21 72.97 70.25 71.14 71.29 71.38
VID [1] 73.3 73.09 70.3 73.38 73.4 73.61

RKD [20] 72.22 71.9 71.5 72.28 73.21 72.21
PKT [21] 73.45 73.64 73.01 74.1 74.69 73.89
AB [9] 72.38 73.17 70.65 73.55 74.31 73.34
FT [14] 71.59 72.86 70.29 71.75 72.5 72.03

NST [13] 72.24 73.3 71.28 74.12 74.68 74.89
SSKD [33]-KD 71.42 69.2 71.2 75.34 76.31 74.6

CRD [28] 74.14 75.51 74.3 75.11 75.65 76.05

Dense-ATN 74.37 76.12 75.14 77.43 77.09 76.86
Table 6: Top-1 accuracy (%) on CIFAR100.

5 Analysis
All our experiments in this section are conducted on the ImageNet dataset. However, the
teacher-student combination is different for different observations. More analysis is provided
in the supplementary material.

5.1 Can we mimic very deep teachers?

ESKD [4], Teacher-Assistant [18] have shown that if the capacity difference between teacher
and student networks is too large, then the student network finds it difficult to mimic the
teacher. Both these works have used soft probabilities like KD [10] to train a smaller student.
We show that this hypothesis does not hold if we transfer dense attention maps. We used
ResNet18 as student, which has very low capacity compared to teachers like ResNet50 (Top-
1 error: 23.84) and ResNet152 (Top-1 error: 21.69). From Table 7, we observe that both
Top-1 and Top-5 accuracy of ResNet18 (student) keeps increasing as the teacher become
more and more deep.

From this result, we hypothesize that, it is easier for a student model to learn positional
information from very deep teacher. Dense attention encodes relative importance of various
spatial positions, hence, it is not as sparse as feature maps. We can visualize this in Fig 1.

5.2 Effect of kernel size on attention transfer:

Even at its simplest form, dense spatial attention learns very effective and transferable atten-
tion maps. In this section, we show that, we can improve this just by increasing complexity
of the attention encoder. When we increase the kernel size of the encoder, gradually from
1× 1 to 5× 5, accuracy of the student also keeps on increasing (see Table 8). Hence, it is
possible to learn more transferable attention features by properly increasing complexity of
encoder and decoder.
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Deep Teacher→ ResNet18(Student)
ResNet34 ResNet50 ResNet152

Method Top-1 Top-5 Top-1 Top-5 Top-1 Top-5
Baseline 29.70 10.56 29.70 10.56 29.70 10.56
AT[36] 29.30 10.04 29.26 10.03 29.54 10.08

Margin-ReLU[8] 28.86 9.96 28.08 9.28 27.95 9.06
Dense-ATN 27.96 9.10 27.06 8.66 26.94 8.59

Table 7: Deep teacher (ResNet34 / ResNet50 / ResNet152) to ResNet18: Dense-attention is
transferable from very deep teacher like ResNet152 to a smaller network like ResNet18.

ResNet50→MobileNet
ResNet50 MobileNet

Kernel Size Top-1 Top-5 Top-1 Top-5
1×1 22.80 6.48 26.33 8.27
3×3 22.73 6.40 25.93 8.14
5×5 22.55 6.12 25.84 8.03

Table 8: Effect of increasing kernel size in en-
coder

ResNet50→ ResNet18
ResNet50 ResNet18

Activation Top-1 Top-5 Top-1 Top-5
ReLU 22.36 6.21 27.34 8.74

Sigmoid 23.08 6.58 27.17 8.76
Tanh 22.80 6.50 27.10 8.72
Swish 22.73 6.40 27.06 8.66

Table 9: Effect of Activation function

5.3 Effect of Activation function on attention transfer:
Non-linear activation function is used in the attention block. We have applied it before
providing it to the decoder as well as in subsampling (see Eqn. 2 and 4). Here, we analyse the
effects of various activation functions in the attention block on its transferability to student.
Results are shown in Table 9.

From these experiments, we observe that Swish [23] activation is best suited for learning
transferable attention maps. Due to its smooth gating functionality, Swish helps to learn
smoother attention maps, which are more transferable. ReLU [19] is less effective here than
other non-linear activations. The tanh function is also very effective and quite close to Swish.
Hence, we can either use Swish or tanh activation in the attention block. However, due to
the universal use of Swish activation, we prefer to use it in our dense attention blocks for all
our experiments.

6 Conclusion
In this work, we have proposed to use dense attention mechanism, which is trainable, effi-
cient yet effective. Dense attention can transfer superior knowledge to student via knowledge
distillation method and gives state-of-the-art results on real-world datasets. Though we have
used our method on image classification tasks, it is actually quite generic in nature. It’s use
can be extended to other important areas in computer vision like object detection, semantic
segmentation, semi-supervised and unsupervised learning.
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