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Abstract

We consider the problem of Bird’s Eye View (BEV) segmentation with perspective
monocular camera view as input. An effective solution to this problem is important
in many autonomous navigation tasks such as behavior prediction and planning, being
that the BEV segmented image provides an explainable intermediate representation that
captures both the geometry and layout of the surrounding scene. Our approach to this
problem involves a novel BEV feature transformation layer that effectively exploits depth
maps to transform 2D image features to the BEV space. The framework includes the de-
sign of a neural network architecture to produce BEV segmentation maps using the pro-
posed transformation layer. Of particular interest is evaluation of the proposed method in
complex scenarios involving highly unstructured scenes that are not represented in static
maps. In the absence of an appropriate dataset for this task, we introduce the EPOSH
road-scene dataset that consists of 560 video-clips of highly unstructured construction
scenes, annotated with unique labels in both perspective and BEV. For evaluation, we
compare our approach with several competitive baselines and recently published works
and show improvement over state of the art on the Nuscenes and on our EPOSH dataset.
‘We plan to release the dataset, code and trained models at https://usa.honda-ri.com/eposh.

1 Introduction

For intelligent mobility systems such as automated vehicles, driver assistance systems and
mobile robots, Bird’s-Eye View (BEV) segmentation can be used as a compact represen-
tation of the surroundings scene to support various decision making processes, including
prediction, path planning, collision avoidance and navigation. The segmented BEV image
provides an intermediate representation in the form of a semantically meaningful image that
captures the spatial relationships of static and dynamic elements in an overhead view.
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The BEV representation is generally preferred in many autonomous navigation tasks
since the top-down view captures the essential spatial relationships on the ground plane.
Furthermore, BEV semantic segmentation is an alternate, and often more useful method to
monocular SLAM for online mapping, particularly in places where no map is available or
where the map is updated due to unstructured events such as construction, traffic incidents,
and unexpected debris on the path. On road scenes, a standard practice is to rasterize static
elements in HD maps into a BEV image and combine with scene elements which change
over time. An important characteristic of the BEV image is that it provides an intermediate
representation that is interpretable and therefore facilitates identification of inherent failure
modes in various upstream and downstream tasks. In addition, such a representation can eas-
ily consume perception results from perspective views and is extensible to other modalities
which simplifies late fusion tasks.

While data generated from active sensors such as LiDAR are inherently metric in 3D and
lend themselves well for BEV representation, their limitations include sparse measurements,
low scan rates, and prohibitively high cost. Surround view cameras have a ubiquitous pres-
ence due their low-cost and are more suitable for generating semantically meaningful and
dense per-pixel representation of the surrounding scene. Although stereo camera systems
can be used to generate a three dimensional representation of the scene, their calibration and
synchronization process is non-trivial and difficult to scale. To overcome the aforementioned
challenges with active and stereoscopic sensing, this paper focuses on monocular BEV seg-
mentation from egocentric views captured from a moving platform.

As compared to perspective semantic segmentation, monocular BEV segmentation is sig-
nificantly more challenging for several reasons. First, while the number of pixels in the per-
spective images falls quadratically with radial distance from the camera, when transformed
to the BEV space, farther regions occupy the same footprint as nearby regions. This makes
prediction of farther away points increasingly difficult. A second challenge is that monoc-
ular depth estimation, an intermediate step in BEV segmentation, is an ill-poised problem
because there can be multiple plausible depth estimates for a given single image. This is-
sue exists for all monocular 3D scene understanding methods, including those that do not use
depth maps explicitly. Finally, dealing with partial and self occlusions of objects in the scene
(e.g. self occlusions from several vehicles) is a difficult and un-resolved problem. Effective
BEYV segmentation methods must reason about the shape of the complete object in the BEV,
given the perspective view.

Existing works such as PON [23], VED [14], and VPN [19] extract 1D intermediate
features, but this process does not fully capture essential spatial information present in the
input image. [24] project each voxel volume onto the image to extract features. In their ap-
proach, similar features would be present along every ray emitting from the camera, causing
depth ambiguity. Our proposed transformation layer is most similar to [24] but our approach
overcomes the aforementioned limitations.

The main contributions of this work are as follows. First, we propose a novel transfor-
mation layer that effectively exploits depth maps to transform 2D image features to the BEV
space. We also design a multi-scale neural network architecture to produce BEV segmen-
tation maps using this transformation layer. We use perspective semantic segmentation as
an auxiliary task which improves BEV segmentation performance. We are interested in ap-
plying this method for personalized navigation using distributed fleet of networked vehicles
that communicate semantically meaningful and explainable information about unstructured
and events that are not available in static maps. In the absence of an appropriate dataset
for this task, we introduce the EPOSH road-scene dataset that consists of 560 video-clips
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of highly unstructured construction scenes, annotated with unique labels in both perspective
and BEV. The dataset also contains instance based annotations for relevant classes such as
lanes, construction cones, construction signs, lane lines etc. Finally, we evaluate our method
on 2 large scale datasets that demonstrate efficacy of the proposed approach by improving
upon the current state of the art performance.

2 Related Work

2.1 BEYV Semantic Segmentation

Advances in perspective-view semantic segmentation algorithms [4, 31] are largely attributed
to high-quality and large-scale semantic segmentation datasets such as Cityscapes [6] and
Mapillary Vistas [17]. Recently, BEV segmentation has attracted attention because it offers
a compact representation that captures the spatial configuration of road scenes [14, 18, 19,
21, 23]. Many of these approaches, including ours, first extract an intermediate represen-
tation from the input image using a CNN and then apply a transformation to convert these
features to a 3D feature map. This approach has also been used for 3D bounding box esti-
mation. The work in [24] is most similar to our work, but their method does not use depth
information during transformation, which leads to large ambiguity in depth during predic-
tion. Another approach [29, 30] is to convert the image to a Pseudo-LiDAR and then apply
LiDAR sensor based approaches.

2.2 Semantic Mapping

Ongoing works on semantic mapping for outdoor navigation provide semantic abstractions
of traffic scenes [16, 20, 27, 28]. Current methods [16, 20, 28] typically use multi-modal
sensory inputs (i.e., LIDAR and camera) to obtain geometric and semantic information for
semantic mapping. In [27], a camera-based semantic mapping framework with a flat world
assumption is proposed. In this work (and recent camera-based systems), we do not assume
a flat world constraint toward practical applications. To obtain the BEV representation of a
local map given a perspective-view image, we propose estimating depth [10] explicitly and
reconstructing the corresponding 3D road scenes using the estimated depth. Furthermore,
we propose a novel framework that jointly considers perspective and BEV segmentation.

Topology related | Planning related

Class name Attributes Class name Attributes
« Lane Ego lane / not ego lane + Construction cone

L Li Color, solid / dashed, sign
* Lane Line single / double barrier
* Crosswalk Orientation * Blocked area -
* Inside Intersection area  3-way / 4-way * PErmissible Drivable ~ Branch types
* Road curb line - Area (PEDA) {Ego,1,2,3}

. ) - Straight, Left, Right, o ’ Straight, left turn, right turn

* Symbolic Road Marking Straight-Left, Straight-Right * Lane affordance left lane, right lane change

Table 1: Classes and corresponding attributes in the EPOSH road-scene dataset
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Figure 1: Figure showing distribution of classes and corresponding attributes in the per-
spective EPOSH dataset. The left subplot shows classes and the right subplot shows the
corresponding attributes and affordance classes in the dataset.

2.3 Pseudo-LiDAR

Since the advent of LiDAR sensors in the autonomous car industry, considerable research
effort [12, 13, 22] has been spent to build 3D scene understanding models like 3D bounding
box estimation to efficiently utilize LiDAR data. To be able to use these advances with RGB
image data, [29] first introduced Pseduo-LiDAR for 3D bounding Box estimation using a
stereo camera setup. [30] has used a monocular camera setup to produce Pseudo LiDAR
for 3D bounding box estimation by using a monocular depth estimation neural network. In
this work, we also used a monocular camera setup to produce a Pseudo-LiDAR point cloud.
A pixel-wise depth map generated using a CNN is used to project each pixel in the image
to 3D world coordinates using camera intrinsics. Supervised depth estimation methods such
as [15] aim to regress per pixel depth during training while self-supervised methods [1, 9, 10]
use a geometry consistency loss.

2.4 Road Scene Datasets for BEV Segmentation

Existing road scene BEV segmentation algorithms built on BEV ground truth segmentation
generated from datasets with High Definition (HD) maps and annotations of 3D bounding
boxes for vehicles, pedestrians, and other traffic participants. The NuScenes [2] and Argov-
erse dataset [3] are the key enablers for the developments. The two datasets mainly focus on
statics objects (e.g., lane marking, zebra crossing, and traffic light), and dynamic elements
(e.g., vehicles and pedestrians). An important yet under-explored element is unstructured
events such as construction areas, traffic incidents, and unexpected debris because they are
indispensable for behavior prediction and planning modules. To this end, we propose the
EPOSH road-scene dataset with road-topology and motion planning related class labels (de-
tails can found in Sec. 3) for BEV segmentation around construction scenes.

3 EPOSH Road-Scene Dataset

The dataset consists of 560 ego-centric road-scene video clips collected in the San Francisco
Bay Area with a front-facing GoPro Hero 7 camera mounted on a vehicle. Most video clips
are between 10 — 30 sec long and are recorded around construction zones, an unstructured
scene that is under-explored in the existing literature. To understand the semantic context
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Road topology annotations Road topology annotations Planning related annotations Planning related annotations
(perspective view) (BEV) (Perspective view)

Image

BN PEDA Branch 1 PEDA Branch 4
WEN PEDA Branch 2 PEDA Ego Branch
PEDA Branch 3 PEDA Inside intersection

EPOSH | NuScenes

-

]
‘ ’ BEV annotations
| Qé Perspective view annotations
‘ Detailed construction zone attributes
Detailed road topology attributes
[ owers ' o I Intersection branchlannotation

C  osemgottrnongo Affordance annotations

12,3

AN N N N
X X X X X

Figure 3: Figure showing an illustration of Table 2: Comparison of EPOSH with
PEDA attributes for (a) perspective view and NuScenes
(b) BEV for the EPOSH road-scene dataset.

around construction zones, we propose unique labels that are categorized into two groups:
road topology and planning as depicted in Figure 2. Both the perspective and BEV per-
spective images are labeled with the same classes. Table 1 summarizes all labels and their
corresponding attributes. The supplementary material has additional details.

Given a video clip, about ten frames are selected manually and annotated with polygons.
Each polygon is labeled with a class and the corresponding attributes. A total of 5,630
perspective images are annotated. To obtain the corresponding BEV annotations, we first
apply COLMAP [25, 26] to reconstruct a 3D dense point cloud given a video clip. We
observed that COLMAP is robust to the presence of moving elements in our experiments.
We then annotate semantic labels of 3D points manually. Irrelevant classes such as trees, sky
and buildings are removed. Given the estimated camera pose for each input frame, the BEV
plane is calculated, and the annotated point cloud is projected to the ground to form BEV
semantic segmentation. A total of 70,000 BEV perspective frames are constructed.

Table 2 compares the EPOSH dataset with NuScenes dataset for the task of understand-
ing road scene in the perspective view and BEV. Figure 3 explains the attributes used for
the class PErmissible Drivable Area (PEDA). Figure 1 shows a sample annotation from the
EPOSH dataset. Please view supplementary material for more samples of the dataset.

4 Methodology

Given an input perspective image I, we predict the corresponding BEV segmentation map
Spey and perspective semantic segmentation map Sy, Figure 4 shows the proposed network
architecture. Multi-scale features F' are extracted from image I using a ResNet50 [11]. The
features F' are used both by the BEV feature transform layer and the Auxiliary-CNN for
perspective segmentation as depicted in Figure 4. The BEV transform layer transforms fea-
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tures F in perspective space to Q in 3D space. The features Q are utilized to produce BEV
segmentation. In the following sections, we describe our framework in detail.

4.1 Voxelized Pseudo-LiDAR Point Cloud Generation

It is challenging to directly predict BEV segmentation from a perspective image. A novel
BEV transformation layer is proposed to tackle the challenging task. Specifically, given
an input perspective image I, we estimate its depth map D using recent monocular depth
estimation algorithms [10, 15]. At a pixel coordinate (u,v) in I, we unproject the coordinate
to a 3D coordinate P3; = (X,Y,Z) using the camera intrinsics and the predicted depth map
D, X = (u—cx)Zuw/f; Y = (v—cy)Zuw/ fy; Z = Dlu,v]. The Pseudo-LiDAR point cloud is
voxelized to a voxel grid V with dimensions H x W x D.

4.2 BEY Feature Transform Layer

Every voxel V; in Voxel grid V contains varying n number of 3D points (Xj Y; j Zj ) eV
for i € [1,---,n] from the Pseudo-LiDAR point cloud corresponding to the pixels (u! v

iV
of the 1mage I We store the corresponding 2D pixel locations in Voxel grid V resulting
(”1 ,vl) € V,. Using bilinear 1nterpolat10n on features F' we can extract a feature vector f/
of length [y, for each pixel (u (u! 5 l) in a given voxel V . The feature corresponding to a voxel

n J
V; is the mean of all the feature vectors of length I, Q; = # Thus we have a 7 length

feature vector for each voxel in our 3d voxel grid. The entire feature map can be represented
as a 4d feature map with size (h,w,d,ls). Figure 5 shows a schematic of the BEV feature
transform layer. We use the BEV-segmentation CNN on this feature map to generate the
final BEV segmentation predictions. The first layer in BEV segmentation CNN is a linear
layer that converts features from shape (h,w,d,lf) to (w,d,ly). This is followed by a stack
of 8 residual blocks, a convolutional & bilinear upsampling layer respectively.

4.3 Loss

We use binary cross-entropy loss during training. Since the different classes in the NuScenes
dataset can be overlapping, we pair each class with its own background class and produce

Features extracted
from resnet50

Adel BEV feature
. transform
layer

Depih
estimation -

' Voxel Grid Feature Transformation
Depth Map D 3D point cloud Py (Sec4.1) (Sec 4.2, Fig. 5)
Input image T 3 ] i Q
Resnet50 @> Perspective | [ et :
backbone segmentation ' | BEV
| | segmentation
Feature extraction : s S, ;
2 bev

Auxiliary task BEV Segmemamr\
(Perspective segmentation)
(Sec 4.4)

Figure 4: Network Architecture of our method. Features F' (shown by red arrow) extracted
using ResNet50 backbone are input to both the perspective segmentation block and BEV
feature transform layer.
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Voxel Grid 2D index Corresponding Bilinear interpolation Feature Fusion
referencing semantic features S and pooling

sd dd séd

s N i
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)

1
L i 4

F Q

Figure 5: BEV feature transform layer. Features F and voxelized point cloud are input to
this layer, and the output are transformed features Q.

2 maps for each class - a separate cross-entropy loss is calculated for each class. We also
weight the loss of each class by the square root of the inverse class frequency. The weighted
mean of all these losses is the total loss in these cases.

For the EPOSH road-scene dataset, the number of classes can be divided into 2 sets of non-
overlapping classes as seen in the 2 columns of Table 1. We calculate the cross-entropy loss
for each set of classes and then add them to get the final loss. Like the NuScenes dataset, we
also weight each class by the square root of the inverse class frequency.

4.4 Auxiliary Task

During training, we added a small Auxiliary CNN which takes as input the resnet50 features
F and predicts perspective semantic segmentation. The Auxiliary CNN is similar to the BEV
segmentation CNN, consisting of a stack of 8 residual blocks followed by a convolutional
layer. The loss used for back-propagation is, L;prq; = Lpey + Lper Where Ly, and Ly,, are the
perspective semantic segmentation and BEV segmentation losses respectively.

5 Experiments

5.1 Datasets

We evaluate our method on 2 large scale datasets: NuScenes and EPOSH road-scene datasets.
The NuScenes dataset has 1000 20 second video clips collected in Boston and Singapore.
The dataset is recorded from 6 surround cameras along with a synchronized LiDAR sensor.
It includes HD map annotations with classes such as drivable area, sidewalks, lanes etc. The
dataset also has 3D bounding box annotations for cars and pedestrians. [23] first created a
BEV segmentation dataset by incorporating the car and bounding box annotations on HD
maps. We use this dataset for experiments on the NuScenes dataset. Refer to Section 3 for
details about the EPOSH dataset.

5.2 Baselines and Evaluation

We use the mean Intersection over Union (IoU) over all classes for evaluation.

Published methods: We compare our method with recently published works on BEV seg-
mentation - PON [23], VPN [19], VED [14]. We also compare with OFT [24] since it is
similar to our method and also uses a transformation layer to convert monocular perspec-
tive image features to BEV features. To make these methods comparable with our method,
only the feature transformation layer that converts features from perspective view to BEV is
modified while keeping all other parts same.
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Dataset / Pool Type | Dot | Avg | Max
NuScenes 20.2 | 21.0 | 205
EPOSH 26.8 | 27.3 | 27.1

Table 3: Effect of using different pooling methods in the BEV feature transform layer.

PointPillars (PP): This method is inspired from [13] which is used for 3d bounding box
detection using LiDAR point clouds. Here, we adopt it here for our purpose. We use the
Pillar Feature Net to extract a Pseudo Image directly from pointcloud P3;. In addition to
the 9 features used in [13], we also use 3 additional features for each point in the cloud -
(r,g,b), i.e the color values corresponding to the each point (pixel). We use 0.625m” sized
bins. Finally, a CNN containing a stack of 8 residual blocks makes the final prediction.
Inverse Perspective mapping (IPM): This baseline is similar to [8]. We first use Deeplab
v3+ [5] to predict semantic segmentation on the input image / and then use a homography to
project the predicted map to the ground plane. For NuScenes dataset, we use a Deeplab v3+
model pretrained on cityscapes since it shares many classes with NuScenes BEV dataset. For
the EPOSH dataset, we train a Deeplab v3+ model on the dataset directly since the dataset
also contains perspective semantic segmentation annotations.

Depth Unprojection: For this baseline, we first compute perspective semantic segmentation
on the input image [ using the same models as used for IPM. We then project image points to
3D space using a depth map and then project each point to the ground plane. The semantic
segmentation of each image point is thus transferred to the ground plane. For the NuScenes
dataset, we use LiDAR ground truth as the depth map. For the EPOSH dataset, we use the
same pretrained CNN [10] used by our model.

Ablations study: We explore different types of pooling layers used in the BEV feature
transform later. Table 3 shows the results of our experiments. For dot product pool, we
use a convolutional layer on feature F to predict a 2D attention map. Features are weighted
by this map and then average pooled. For both the NuScenes and EPOSH datasets, we
find that Average (Avg) Pool gives best results followed by Max pool and Dot product pool
respectively. Thus, we use Avg pool for all our experiments.

5.3 Implementation details

For depth estimation on the NuScenes dataset, we trained a CNN [15] with ResNet18 back-
bone using LiDAR ground truth. For the EPOSH road-scene dataset, we used a pretrained
model [10] that is trained in a self-supervised fashion. Thus, our model can be trained in the
absence of LiDAR ground truth. All of our experiments are implemented using PyTorch and
we use the PyTorch Scatter library' to implement the BEV feature transform layer. Follow-
ing [23], we used a BEV grid extending 25 m to either side of the camera and 49 meters in the
front. For both datasets, the BEV footprint of 49 x50 meters is represented by a ground truth
of shape 196200 pixels. For voxelizing the point cloud, we used voxel grid of length 50 cm.
All models in our work are trained for 40 epochs with initial learning rate and weight decay
rate set to 107> and 10~ respectively. We decay the learning rate 10 times at epochs 25 and
35. For the NuScenes dataset, since perspective segmentation ground truth is not available,
we use pseudo-labels generated using a deeplab v3 model trained on Cityscapes [7].

"https://github.com/rustyls/pytorch_scatter
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State of the art
IPM 40.1 - 140 - 49 - 3.0 - - 0.6 08 0.2 - - - 9.1
Depth Unproj. 271 - 14.1 - 1.3 - 6.7 - - 22 28 13 - - - 9.4
VED [14] 547 120 207 135 88 0.2 0.0 7.4 00 00 00 00 00 4.0 8.7 12.0
PointPillars [13] | 58.1 26.0 274 157 239 146 17.6 132 3.0 23 38 34 3.6 7.1 158 193
VPN [19] 580 273 294 129 255 173 200 166 49 7.1 5.6 44 46 10.8 175 214
PON [23] 604 28.0 310 184 247 168 208 166 123 82 7.0 94 5.7 8.1 19.1 23.1
OFT [24] 624 309 345 235 347 174 232 182 3.7 1.2 6.6 4.6 1.1 12.9 19.6 239
Ours
Ours 623 31.8 373 252 374 187 248 164 4.7 34 79 7.2 39 13.6 21.0 258
With Aux Task | 61.1 335 37.8 254 378 204 318 142 27 59 105 6.69 7.57 134 22.1 274

Table 4: BEV segmentation performance (IoU) comparison on the NuScenes dataset. *
denotes the classes common between Cityscapes dataset and NuScenes dataset. CS Mean is
the mean of only these classes.

Topology related | Motion planning related
< K & & {é@‘b & &
& L « %“‘$ R * .&b‘ﬂk S Q’\O & > é-& %’V%w &R
RO SV SN G P R S e SR
AR A A A R R A
State of the art
IPM 161 98 08 1.7 73 308 139 358 277|091 175 031 059 402 29.1 |9.73
VED [14] 21.3 129 1.19 238 961 4.05 184 472 36.6 | 12. 231 041 077 529 399|128
Depth Unproj. 170 107 093 1.87 752 3.17 137 67 536|134 233 026 161 531 522 | 14.1
PointPillars [13] | 347 19.1 73 32 109 09 273 81 643|194 374 020 14 54 694 | 20.6
VPN [19] 379 229 213 426 17.1 722 328 84 652|214 411 074 138 944 712|228
PON [23] 410 248 230 46 185 7.8 354 91 704|231 444 08 15 102 769 | 24.7
OFT [24] 454 259 120 52 146 148 324 105 699|263 549 042 27 561 812|259
Ours
Baseline 459 274 139 65 186 1.11 342 109 702|297 582 24 217 107 821 |273
With Aux Task | 46.8 258 13.1 597 179 247 315 125 70.7 | 30.1 562 024 258 7.94 825|278

Table 5: BEV segmentation performance (IoU) comparison on the EPOSH dataset.

6 Results

Quantitative results: We compare our method with baselines and competing works on the
NuScenes and EPOSH dataset in Table 4 and Table 5, respectively. IPM has the worst
performance for both datasets. Depth Unproj. gives relatively better performance for EPOSH
dataset compared to NuScenes possibly because LiDAR ground truth used for NuScenes is
sparse but Pseudo-LiDAR used for EPOSH is more dense. VED, VPN and PON use an
intermediate 1D feature representation. VED is not able to preserve any spatial information
in intermediate features since it uses an variational Auto-Encoder type architecture and thus
performs the worst out of these 3 methods. We posit that because PON retains the horizontal
spatial image axis in the 1D feature, it performs the best among these methods. We note that
PointPillars performs slightly worse compared to VPN, we believe that the Pseudo Image
used in this method does not effectively represent the (r,g,b) color information of the input
image. Since OFT preserves spatial information in its transformation, it is able to get better
performance compared to PON. We notice that our Baseline is able to further improve upon
OFT for both the datasets. Using perspective semantic segmentation as an Auxiliary task
further improves performance for both datasets as seen in the last 2 rows of Table 4 and 5.

Qualitative results: Figure 6(a) highlights qualitative improvements achieved by our model
due to the use of the Auxiliary task on the NuScenes dataset. Figures 7 and 6(b) compare
our model with the most competitive published methods from Table 4 and 5 on both datasets.
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Figure 6: (a) Examples from NuScenes dataset comparing performance of our method with
and without using the Auxiliary task, (b) Quantitative results on the NuScenes dataset. Cir-
cles emphasize the areas where there are major differences between different methods.

7 Conclusion

We considered the problem of BEV segmentation using our novel transformation layer that
preserves spatial information and effectively exploits depth information. We demonstrated
the efficacy of the proposed models with experimental evaluations on the NuScenes and
EPOSH datasets. The results showed that our novel transformation layer improves on current
state of the art methods through a more effective mapping of perspective image features to
BEV features. In the future, we plan to add temporal modelling to our model and also plan
to make the entire model including the depth estimation model end-to-end trainable.

Input Ours Input GT PON OFT Ours

B0 .
mlllll *

Figure 7: Quantitative results on the EPOSH dataset. Motion planning related and topology
related classes are shown on the first and second row, respectively.
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