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Abstract

The core for tackling the fine-grained visual categorization (FGVC) is to learn subtle
yet discriminative features. Most previous works achieve this by explicitly selecting the
discriminative parts or integrating the attention mechanism via CNN-based approaches.
However, these methods enhance the computational complexity and make the model
dominated by the regions containing the most of the objects. Recently, vision trans-
former (ViT) has achieved SOTA performance on general image recognition tasks. The
self-attention mechanism aggregates and weights the information from all patches to the
classification token, making it perfectly suitable for FGVC. Nonetheless, the classifi-
cation token in the deep layer pays more attention to the global information, lacking
the local and low-level features that are essential for FGVC. In this work, we propose
a novel pure transformer-based framework Feature Fusion Vision Transformer (FFVT)
where we aggregate the important tokens from each transformer layer to compensate the
local, low-level and middle-level information. We design a novel token selection mod-
ule called mutual attention weight selection (MAWS) to guide the network effectively
and efficiently towards selecting discriminative tokens without introducing extra param-
eters. We verify the effectiveness of FFVT on four benchmarks where FFVT achieves
the state-of-the-art performance. Code is available at this link.

1 Introduction

Fine-grained visual categorization (FGVC) aims to solve the problem of differentiating sub-
ordinate categories under the same basic-level category, e.g., birds, cars and plants. FGVC
has wide real-world applications, such as autonomous driving and intelligent agriculture.
Some FGVC tasks are exceedingly hard for human beings due to the small inter-class vari-
ance and large intra-class variance, e.g., recognizing 200 subordinate plant leaves and 200
subordinate birds. Therefore, FGVC is an important and highly challenging task.

Owing to the decent designed networks and large-scale annotated datasets, FGVC has
gained steady improvements in recent years. Current methods on FGVC can be roughly
divided into localization-based methods and attention-based methods. The core for solving
FGVC is to learn the discriminative features in images. Early localization-based methods
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[1, 16, 41] achieve this by directly annotating the discriminative parts in images. However, it
is costly and time-consuming to build bounding box annotations, hindering the applicability
of these methods on real-world applications. To alleviate this problem, recent localization-
based methods normally integrate the region proposal network (RPN) to obtain the potential
discriminative bounding boxes. These selected proposals are then fed into the backbone net-
work to gain the local features. After that, most methods often adopt a rank loss [2] on the
classification outputs for all local features. However, [14] argues that RPN-based methods
ignore the relationships among selected regions. Another problem is that this mechanism
drives the RPN to propose large bounding boxes as they are more likely to contain the fore-
ground objects. Confusion occurs when these bounding boxes are inaccurate and cover the
background rather than objects. Besides, some discriminative regions, e.g., leaf vein in plant
leaves, cannot be simply annotated by a rectangular [35].

Attention-based [40, 50, 54] methods automatically detect the discriminative regions in
images via self-attention mechanism. These methods release the reliance on manually an-
notation for discriminative regions and have gained encouraging results. Recently, vision
transformer has demonstrated potential performance on general image classification [6], im-
age retrieval [9] and semantic segmentation [54]. This great success shows that the innate
attention mechanism of a pure transformer architecture can automatically search the impor-
tant parts in images that contribute to image recognition. However, few study investigate the
performance of vision transformer in FGVC. As the first work to study the vision transformer
on FGVC, [14] proposed to replace the inputs of the final transformer layer with some im-
portant tokens and gained improved results. Nonetheless, the final class token may concern
more on global information and pay less attention to local and low-level features, defecting
the performance of vision transformer on FGVC since local information plays an important
role in FGVC. Besides, previous works focus on FGVC benchmarks containing more than
ten thousands of annotated images, and no study explores the capability of vision transformer
on small-scale and ultra-fine-grained visual categorization (ultra-FGVC) settings.

In this paper, we propose a novel feature fusion vision transformer (FFVT) for FGVC.
FFVT aggregates the local information from low-level, middle-level and high-level tokens
to facilitate the classification. We present a novel important token selection approach called
Mutual Attention Weight Selection (MAWS) to select the representative tokens on each layer
that are added as the inputs of the last transformer layer. In addition, we explore the perfor-
mance of our method on four FGVC datasets to comprehensively verify the capability of our
proposed FFVT on FGVC. In conclusion, our work has four main contributions.

1. To our best knowledge, we are the first study to explore the performance of vision
transformer on both small-scale and ultra-FGVC settings. The two small-scale datasets in
this paper are highly challenging due to the ultra-fine-grained inter-category variances and
few training data available. Some examples are visualized in Figure 1.

2. We propose FFVT, a novel vision transformer framework for fine-grained visual cat-
egorization tasks that can automatically detect the distinguished regions and take advantage
of different level of global and local information in images.

3. We present a novel important token selection approach called Mutual Attention Weight
Selection (MAWS). MAWS can effectively select the informative tokens that are having high
similarity to class token both in the contexts of the class token and the token itself without
introducing extra parameters.

4. We verify the effectiveness of our method on four fine-grained benchmarks. Ex-
perimental results demonstrate that FFVT achieves state-of-the-art performance on them,
offering an alternative to current CNN-based approaches. Ablation studies show that our
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proposed method boost the performance of the backbone model by 5.42%, 4.67% and 0.80%
on CottonCultivar80, SoyCultivarLocal and CUB datasets, respectively.

Figure 1: Examples of images in SoyCultivarLocal and Cotton datasets. Images in the first
row come from four species of Soy.Loc, while examples in the second row are selected from
four categorizes of Cotton.

2 Related Works

2.1 Fine-Grained Visual Categorization

Methods on FGVC can be coarsely divided into two groups: localization-based methods
and attention-based methods. Similar to object detection task, localization-based methods
often detect the foreground objects and perform classification based on them. Early works
[1, 16, 41] achieve this by taking advantage of part annotation to supervise the learning of the
detection branch. However, bounding box annotation requires large manual labor, hampering
their real-world applications.

To alleviate above problem, recent localization-based methods introduce the weakly su-
pervised object detection (WSOD) technique to predict the potential discriminative regions
with only image-level label. Ge et al. [13] used WSOD and instance segmentation tech-
niques to obtain the rough object instances, and then selected the important instances to
perform classification. He et al. [15] presented two spatial constraints to select the discrimi-
native parts obtained by the detection branch. Wang et al. [38] utilized correlations between
regions to select distinguished parts. However, these methods require a well designed WSOD
branch to propose potential discriminative regions. Moreover, the selected parts sent to the
classification head often cover the whole object instead of the truly discriminative parts.

Alternatively, attention-based methods automatically localize the discriminative regions
via self-attention mechanism without extra annotations. Zhao et al. [50] proposed a diversi-
fied visual attention network which uses the diversity of the attention to collect dicriminative
information. Xiao et al. [40] presented a two-level attention mechanism to steadily filter
out the trivial parts. Similar to [40], Zheng et al. [54] proposed a progressive-attention to
progressively detect discriminative parts at multiple scales. However, these methods often
suffer from huge computational cost.

2.2 Transformer

Transformer has achieved huge success in natural language processing [4, 30, 31]. Motivated
by this, researchers try to exploit the transformers in computer vision. Recent work ViT [6]
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