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Abstract

Passive methods for object detection and segmentation treat images of the same scene
as individual samples, and do not exploit object permanence across multiple views. Gen-
eralization to novel or difficult viewpoints thus requires additional training with lots of
annotations. In contrast, humans often recognize objects by simply moving around, to
get more informative viewpoints. In this paper, we propose a method for improving ob-
ject detection in testing environments, assuming nothing but an embodied agent with a
pre-trained 2D object detector. Our agent collects multi-view data, generates 2D and 3D
pseudo-labels, and fine-tunes its detector in a self-supervised manner. Experiments on
both indoor and outdoor datasets show that (1) our method obtains high quality 2D and
3D pseudo-labels from multi-view RGB-D data; (2) fine-tuning with these pseudo-labels
improves the 2D detector significantly in the test environment; (3) training a 3D detector
with our pseudo-labels outperforms a prior self-supervised method by a large margin; (4)
given weak supervision, our method can generate better pseudo-labels for novel objects.

1 Introduction

For tasks that require high-level reasoning, intelligent systems must be able to recognize
objects despite partial occlusions or uncommon poses. Humans and other mammals actively
move their eyes, head, and body to obtain less occluded and more familiar viewpoints of
the objects of interest [17, 43]. They then use familiar viewpoints to inform viewpoints they
are less confident about. For example, to recognize an occluded object (such as the TV in
Figure 1) from an unfamiliar viewpoint, an intelligent agent can increase its accuracy in this
task simply by moving to a less occluded and more familiar viewpoint, and then mapping

these confident beliefs of the object back to the unfamiliar views.

© 2021. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
T The authors contributed equally. The order is sorted alphabetically by last names.


Citation
Citation
{Edelman and B{ü}lthoff} 1992

Citation
Citation
{Tarr} 1995


2 FANG, JAIN, SARCH, HARLEY AND FRAGKIADAKI: MOVE TO SEE BETTER

Figure 1: Improving object recognition by moving. An agent is viewing an object from
an occluded, unfamiliar viewpoint. By moving to less occluded, more familiar viewpoints
of the object (blue arrow), the agent can use the familiar viewpoints to self-supervise the
previously unfamiliar viewpoints (green arrow).

Significant improvements have been made in the accuracy and reliability of 2D and 3D
visual recognition systems [29]. However, recent works [8, 33] show that current detectors
are less likely to recognize an object correctly under occlusions and uncommon viewpoints.
Advances in active visual learning [11, 12, 51] have focused on efficient data collection
techniques, so that the detector adapts to new scenes and views after fine-tuning on the
collected data. However, these approaches require either ground truth 3D segmentation of the
environment or 2D human annotations of the images (in addition to a pre-trained detector).

In this work, we demonstrate that by obtaining a diverse set of views of an object and
propagating confident detections across viewpoints, we can increase detector performance
without requiring any additional human annotations for rigid objects. We propose a novel
method for an embodied agent to improve its 2D and 3D object detection in test environments
that is robust to realistic actuation noise. Our pipeline has three phases: (1) Data collection:
randomly move in the environment to collect observations and occasional high-confidence
detections, then plan paths to collect diverse posed RGB-D images of the detected objects;
(2) 3D segmentation: segment the detected objects in 3D using aggregated RGB-D images,
and then re-project that segmentation to form 2D pseudo-labels in all views; (3) Detector
improvement: fine-tune the pre-trained detector on the pseudo-labels.

We show that fine-tuning with pseudo-labels generated by our method significantly im-
proves the pre-trained detector in challenging indoor and outdoor datasets. Adding weak
supervision further increases performance. We extend our self-supervised method to 3D de-
tection where our model outperforms a state-of-the-art self-supervised 3D detection method
by a large margin, while achieving performance comparable to a fully supervised model with
the same architecture. We will be making our code and data publicly available.

2 Related Work

2D Object Recognition Deep networks achieve good performance on 2D object detec-
tion [38] and segmentation [22]. Data augmentation techniques [16, 55] have also shown
promising results to enhance training with scarce annotations. However, recent works [8, 33]
show that detectors are unlikely to correctly recognize an object from uncommon viewpoints.
Augmentations fail to capture viewpoint invariances which are essential for 2D recognition
systems. Banani et al. [7] proposed a fully supervised shape and descriptor network that takes
as input two labelled views of an object and generates object mask for a novel view. Xiao
et al. [50] trained a model to perform few-shot object detection and viewpoint estimation
together, but they do not improve detection performance for viewpoints that are unfamiliar
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to the detector. Our method bridges this gap by improving the detector in new environments
and viewpoints without additional supervision.

3D Object Recognition Some methods use 3D voxel grids [37, 54]. PointNet [34,
35, 36] and SPGN [48] directly operates on unordered pointclouds for learning deep point
set features applicable to object detection and segmentation. Later works [27, 47] integrate
convolution into pointclouds. While those methods require 3D supervision, Armeni et al. [4]
uses a pre-trained detector to build a 3D scene graph semi-automatically, and embeds its
knowledge into the 3D scene representation akin to a SLAM method. Our method instead
embeds its knowledge into detectors, which allows it to work even under settings where the
scenes change over time. LDLS [46] performs 3D segmentation in a semi-supervised way,
diffusing pre-trained detectors’ predictions from RGB-D images onto the scene pointcloud.
With our pseudo-labels we can train a 3D object detector [36] that outperforms LDLS and
achieves performance comparable to the same detector trained on ground truth labels.

Active Visual Learning The problem of active vision [2, 5, 41] presents an agent with
a large unlabelled set of images and asks the agent to select a subset for labelling, which
will provide the maximal amount of information about the full dataset [39]. Psychology
research suggests active vision as a natural method used by humans to attend to relevant
visual features [6, 17, 43, 53]. This has been applied to object detection [23, 24, 45, 52],
instance segmentation [32] and feature learning [1]. Chaplot ef al. [12] explored a closely
related setting, where a policy is trained to efficiently acquire data where detections are not
multi-view consistent. In this work, we propose a self-supervised technique complemen-
tary to both directions, where we select “easy" viewpoints according to the confidence of a
pre-trained detector, and propagate information from these viewpoints to more challenging
ones. Additionally, this selection of "easy" viewpoints can be accomplished even with a sim-
ple navigation policy and random viewpoint sampling, and thus does not require additional
learning of a navigation policy to improve detection performance.

Embodiment Embodied agents can move and interact with their environment through
a physical apparatus and 3D simulators help model embodiment in a virtual setting. Many
of the environments are photo-realistic reconstructions of indoor [3, 10, 42, 49] and out-
door [15, 19] scenes. These simulated environments have been used to study tasks such as
visual navigation and exploration [11, 18, 20], visual question answering [14], tracking [21],
and object recognition [12, 51]. In our work, we use a simulated embodied agent to discover
objects and collect diverse posed data for fine-tuning a detector.

Pseudo-Label Generation A general paradigm in Pseudo-Label generation is to train
a teacher network on few labelled examples and then fire the teacher network on a large
unlabelled dataset to generate “pseudo” labels which can then be used to train a “student"”
network. Prior works typically generate pseudo labels lying in the same dimension space as
the labelled examples consumed by the teacher network. Caine et al. [9] trained a teacher
network on 3D labelled data to generate more 3D pseudo labels. Similarly, Chen et al. [13]
generated 2D pseudo labels using a teacher network trained on 2D labelled data. In our
setup, we use pre-trained MaskRCNN as teacher network to generate pseudo labels which
are then used to finetune a 2D “student” MaskRCNN and 3D “student" Frustum Pointnet.
Often careful engineering is required to select augmentations like in Li et al. [26] to generate
reasonable quality pseudo labels. In contrast, our pseudo labels naturally targets to improve
the detector on uncertain viewpoints and significantly improves detection performance with
simple fine-tuning and standard augmentations.
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3 Move to See Better

We propose a method for an embodied agent to improve its 2D and 3D object detection
in unseen environments, assuming only a pre-trained 2D object detector, a depth sensor,
and self-provided egomotion information. Most previous methods that attempt to improve
detection of embodied agents [11, 12, 51] require either 2D or 3D human annotations after
they have been collected by the embodied agent. Some of those methods train the movement
of the agent to select specific viewpoints for later labelling [12, 51]. However, acquiring the
annotations for the collected images still remains extremely expensive.

',,,
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Figure 2: Seeing by Moving (SbM). Confident detections of a pre-trained 2D object detector
guide self-supervised multi-view data collection and pseudo-label generation. Our 3D seg-
mentation module segment the detected objects in 3D using aggregated RGB-D images. The
2D and 3D detectors fine-tuned on the pseudo-labels perform better on unseen test scenes.

.
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We introduce a “Seeing by Moving” (SbM) framework, which removes the bottleneck
of expensive human annotations, by driving the annotation process with the agent itself.
An overview of our framework is shown in Figure 2. In the data collection stage, we take
advantage of the classifier head in a pre-trained object detector, which has high confidence
when the object is viewed unoccluded in a common pose. The confidence values of the
pre-trained detector serve as a cue to help us select good views of objects in the agent’s
environment. Although the confidence of a detector is not always well-calibrated with its
accuracy, we are able to maintain high precision by setting a strict confidence threshold
(see supp. for more details). In the pseudo-label generation stage, we propagate the high-
confidence detections from “easy" views to “hard" views. We then fine-tune the 2D object
detector using generated pseudo-labels. We demonstrate large improvements in both indoor
and outdoor benchmarks. Additionally, we train a 3D detector from scratch using the pseudo-
labels. Experimental results are discussed in Section 4.

3.1 Embodied Data Collection

The aim of our data collection policy is to capture a diverse set of viewpoints of the rigid
objects present in the environment. Note that the datasets used for training deep object
detection models most often capture objects from unoccluded and canonical viewpoints. In
our data collection policy, we seek to obtain these unoccluded canonical viewpoints as well
as other viewpoints where a pre-trained detector would be less certain. In our experiments,
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it is possible to simply obtain a diverse set of viewpoints directly from the simulator, but we
present a more general method here that could work in real-world scenarios as well.

We opted for a simple policy where the agent chooses an initial viewpoint randomly
and navigates deterministically. While other methods of viewpoint selection and navigation
could be used, we thought this data collection policy would be best for showcasing our
proposed method. Most importantly, we wanted to highlight the fact that our method can
be used without optimal target or viewpoint selection, and simply obtaining a diverse set of
views of a scene is enough to improve detector performance with our method. Thus, an agent
simply navigating to various locations around a room could apply our method to improve its
detector. We believe active data collection could improve our method further, although we
leave that for future work.

Navigation Policy We consider an embodied agent equipped with a pre-trained object
detector, a depth sensor, and approximate egomotion information. Data collection proceeds
in object-centric episodes. Episodes have two stages: localizing a random object and col-
lecting N views (here 25). To localize a random object, the agent naively explores the scene
with a random policy and runs the detector on every frame. When the detector returns a
sufficiently confident detection (determined by a threshold), we proceed to collect additional
views of that object. To collect views, the agent needs to navigate to positions at various
viewing angles and distances from the object. We begin by estimating the 3D centroid of
the object, using the predicted 2D object mask, the depth map, and the camera intrinsics.
We then unproject (see section: 3.2) the depth map to construct a 3D occupancy map of the
region, and use this map to sample a valid navigation location near the agent and within a
distance from the object centroid, similar to Gupta et al. [20]. Given the occupancy map and
goal location, we use a fast marching planner to reach the goal [40]. Once we reach the goal
location, we use the object centroid and estimated pose to orient the viewing angle of the
sensors so that the object is in view, and capture the sensor readings (i.e., the RGB-D image
and the pose). We repeat this navigation and view-capture process until N views have been
obtained. At the end of an episode, we navigate away from the target object, and restart the
random localization process. We collect 30 such episodes per environment.

3.2 Multi-View Object Segmentation

After collecting N observations of an object from diverse viewpoints, our goal is to segment
the object from its background. We first aggregate a colorized pointcloud of the region, by
unprojecting each frame using its depth observation and pose, then segment the object from
its background in 3D. Figure 3 shows an overview of this process.

View Aggregation For the i-th view, a 2D pixel coordinate (u,v) with depth z is un-
projected and transformed to its coordinate (X,Y,Z)” in the reference frame:

T

U—cy VvV—=c

(X,Y,Z,1)=G;"! (z 2 y,z,1> (1)
fx Iy

where (fy, fy) and (cx,cy) are the focal lengths and center of the camera model and
G; € SE(3) is the camera pose for view i relative to the reference view. This module first
unprojects each RGB image I; € R”*">3 into a colored pointcloud in the reference frame
P; € RMi*6 with M; being the number of pixels with an associated depth value. We concate-
nate the spatial location with the color, forming an aggregated colorized scene point cloud.
The aggregated pointcloud P can be partitioned into three sets: the foreground set Py, the
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Figure 3: 3D Segmentation. Images from N views and a segmentation mask from confident
view k are unprojected into 3D using depth and pose. We sample foreground and background
to train a unary classifier, whose outputs are used to initialize the unary potentials of the CRF
model. The final 3D segmentation is then reprojected to all views to obtain pseudo-labels.

N—
background set Py, and the unknown set P P = U P; = Prg U Pyg U P,y The per-view

foreground/background masks of the detector prov1de Pfg and P,g; the rest of the points form
P, To account for mis-classified points near the boundary, we find it helpful to perform a
morphological erosion the predicted object mask to form the foreground mask. Similarly, we
apply a morphological dilation on the inverse of the object mask to form the 2D background
mask.

3D Segmentation To label points in P, we apply a simple yet effective two-stage
segmentation method. In the first stage, based on the information available in Py, and Fp,,
we train a unary model to classify whether a point belongs to the foreground or background.
We then ask the unary classifier to predict the log probability of all points, including the
unlabelled ones in P,,;;. In the second stage, we apply a fully connected conditional random
field (CRF) [25] to refine the segmentation. Each node in the CRF model is a point in P and
its unary potential is initialized with the log probabilities from the unary classifier. To inject
spatial information into the CRF model, we add a pairwise potential between every point pair

(P@ PO)Y in P: y, (p(axp(b)) —u (xw,x(w) k(P P®)), where X@ and X(®) are the

first three dimensions of P@ and P(%) that corresponds to their spatial locations, u is the label
compatibility function from the Potts Model, and & is a contrast-sensitive potential given by
the combination of an appearance kernel and a smoothness kernel (both parameterized by a
Gaussian kernel). In our experiments, we use a support vector machine (SVM) as the unary
classifier for its efficiency. We additionally experimented with a “deep” method for this
task, but found this simple two-stage “shallow” method to be superior in both accuracy and
runtime (see supp.). The output of this process is a high-quality 3D pointcloud segmentation
Py, distinguishing the object from its local background.

3.3 Supervising with Self-Generated Labels

After generating 3D pointcloud segmentations of the found objects, we distill this knowledge
into the weights of a neural network. To do this, we treat the estimated 3D segmentations as
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pseudo-labels, and supervise standard deep architectures to mimic the labels.

3D Detection Training We compute 3D boxes to encapsulate the 3D segmentations,
to match the training format of modern 3D object detectors. We then train a standard object
detector on this self-supervised labelled data from scratch. Our experiments show that this
simple self-supervision scheme outperforms a state-of-the-art self-supervised 3D detection
method by a large margin and achieves performance comparable to a supervised detector
with the same architecture.

2D Detection Training We produce 2D pseudo-labels by re-projecting Py, to all views.
For a point (X,Y,Z)" in Py, we can get its 2D pixel coordinate in the i-th frame with:
(u,v)" =G; (fi% +cx, /5 +cy). The reprojected points in Py are sparse in 2D, so we fit a
concave hull to convert them into a connected binary mask. Our experiments show that these
pseudo-labels provide a significant boost in performance to a pre-trained detector.

mAP@IoU Method Train  Test
Pre-trained 68.05 68.23

0.5 SbM Labels 86.88 81.81
SbM fine-tuned - 80.15

GT fine-tuned - 93.76

Pre-trained 73.09 75.55

0.3 SbM Labels 9293 9249
SbM fine-tuned - 88.84

GT fine-tuned - 94.71

Figure 4: Visualizations of 2D detector
performance on the CARLA test set. We
show qualitative examples of the detections
of pre-trained detector (left) and SbM fine-
tuned detector (right). The improvements are
shown in larger fonts for better visibility.

Table 1: 2D object detection performance
comparison on CARLA test set Fine-
tuning 2D detector on self-supervised SbM
labels increases pre-trained models perfor-
mance taking its performance closer to su-
pervised fine-tuning.

4 Experiments

4.1 Datasets

Environments We test our method in an indoor and outdoor environment. We use the
CARLA simulator [15] as the outdoor environment, which renders realistic urban driving
scenes. We use the Habitat simulator [30] with the Replica dataset [42] as the indoor en-
vironment, which contains high quality and realistic reconstructions of indoor spaces. The
Replica dataset consists of 18 distinct indoor scenes, such as offices, hotels, and apartments.
We split the scenes into disjoint sets such that there are 10 for training, 4 for validation, and
4 for testing. In our self-supervised data collection, we capture 25 views in each episode,
resulting in 17k images for training, 1k for validation, and 2.3k for testing. The CARLA
driving scenes consist of five distinct towns. We again split them into 3 towns for training, 1
for validation, and 1 for testing. In our self-supervised data collection, we capture 25 views
in each episode. We have 5.3k images for training, 1.8k for validation, and 1.8k for testing.
Objects For CARLA, we randomly spawn two vehicles in the scene for each episode.
Since CARLA has the same semantic label for all vehicles, we consider detection of all
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vehicle classes in the COCO dataset [28] during evaluation. For Replica, we keep the default
layout of objects in each scene. We consider a subset of object categories based on the
following standards: (1) the category is shared between COCO and Replica, and 2) enough
instances (more than 10) occur in the dataset. This includes chair, couch, plant, tv and bed.

Pre-trained

SbM Fine-tuned

Figure 5: Visualizations of 2D detection on Replica test set. We show qualitative results
from the pre-trained 2D detector (top) and the SbM fine-tuned 2D detector (ours, bottom).

4.2 2D Object Detection

We analyze our method for improving 2D object detection by asking: (1) do our pseudo-
labels improve performance over the detector on which they are based? (2) does fine-
tuning the object detector on the pseudo-labels improve detection performance on unob-
served scenes? Experiments in CARLA and Replica show that the answer to both is "yes".
CARLA The performance of our method, the pre-trained detector, and the detector
fine-tuned on ground truth data is shown in Table 3.3. We report mAP at IoU of 0.5 and
0.3 using the PascalVOC setup [31]. At training time, we investigate the setting where the
embodied agent is free to move around, obtain observations, and use SbM to generate pre-
dictions for all views. Pseudo-labels generated by SbM have much better performance than
the pre-trained detector outputs. This shows that moving and propogating information across
viewpoints improves the detector, when compared to treating multi-view images as individ-
ual observations. We also fine-tune the detector with the SbM pseudo-labels generated from
the training set. At test time, the SbM fine-tuned model is deployed in unseen towns where
only a single RGB image is given as input. Results show that the fine-tuned detector out-
performs the pre-trained detector by a large margin. We emphasize that this is accomplished
with no additional human labels required. Figure 3.3 shows qualitative comparisons of the
detections of the pre-trained detector and the detector fine-tuned by SbM pseudo-labels.
Replica The performance of our pseudo-labels on the training set is shown in Table 2.
Our pseudo-labels are more accurate than the pre-trained detector on most classes, indicat-
ing that moving around helps generate better labels. The performance comparison of the
pre-trained, SbM fine-tuned, and ground truth fine-tuned detectors on the test set is shown
in Table 3. The SbM fine-tuned detector overall outperforms the pre-trained detector by a
large margin. In Figure 5, we also present qualitative comparisons of the detections of the
pre-trained detector and the detector fine-tuned by SbM pseudo-labels. This confirms that
fine-tuning on pseudo-labels generated by moving around can help training a better detec-
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mAP@IoU Method Bed Chair Couch Table Plant TV ‘ Avg
Pre-trained 7.50 11.08 17.20 7.09 20.44 46.79 | 18.35
0.5 SbM (ours) 6.08 2141 39.67 4.12 27.15 58.78 | 26.20

SbM-ws (ours)  7.34  40.53 5833 38.33 64.68 58.23 | 44.57
Pre-trained 812 13.18 1797 741 4828 46.79 | 23.62
SbM (ours) 10.04 31.76 45.63 830 66.99 66.04 | 38.12

SbM-ws (ours) 39.03 5893 8237 59.74 82.85 75.87 | 66.47

0.3

Table 2: 2D object detection performance of the pre-trained detector vs self-supervised
SbM vs weakly supervised SbM on the Replica training set. Self-Supervised SbM con-
sistently outperforms the pre-trained detector across most categories. Weak supervision (a
single-view ground truth annotation) increases performance of SbM on all categories.

mAP@IoU Method Bed Chair Couch Table Plant TV ‘ Avg
Pre-trained 1518 2151 2354 237 1174 4371 | 19.67
0.5 SbM Fine-tuned (ours) 5.57 3619 18.86 850 37.34 57.85 | 27.38
GT Fine-tuned 2720 53.56 48.65 2699 35.04 58.28 | 41.62
Pre-trained 27.71 2295 2583 280 19.79 43.71 | 23.79
0.3 SbM Fine-tuned (ours) 10.55 45.60 21.17 882 40.80 57.85 | 30.79
GT Fine-tuned 38.25 60.15 52.84 28.65 4259 58.28 | 46.79

Table 3: 2D object detection performance of pre-trained, SbM fine-tuned (ours), and
ground truth fine-tuned detector on the Replica fest set. Training on SbM-generated
pseudo-labels improve the detector performance on the test set by a large margin.

tor without requiring additional ground truth. In addition, we show in supplementary that
this improvement over the baseline is maintained even under actuation noise modeled by
a real robot. We further experiment to test whether we can generate higher-quality labels
if provided very weak supervision instead of no supervision. For this, we only provide
ground truth annotation for one view out of the 25 available views for each object instance.
We denote this setup as SbM-ws. We report the label quality on the training set in Ta-
ble 2. We observe that with a single labelled view, the pseudo-label quality is better than
both the pre-trained detector and self-supervised SbM by a large margin. This suggests that
our method can generate much better pseudo-labels with an improved pre-trained detector.
In supplementary, we show applicability of this method to generate high quality labels for
novel objects that are not part of COCO.

4.3 3D Object Detection

Can we train a 3D object detector self-supervised without requiring any 3d annotations?
To answer this question, we compare the two versions of frustum PointNet: one trained
on SbM'’s self-supervised 3D and 2D labels (Figure 4.2), and the other trained on ground
truth 3D and 2D labels. We also compare our method with the semi-supervised LDLS [46]
method. The experiments are conducted in CARLA.

Table 4.2 shows the test set performance of LDLS [46], frustum PointNet trained on SbM
segmentations, and frustum PointNet trained on ground truth. Our self-supervised frustum
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&
Chy ot MA Method mAP
LDLS [46] 44.03

% % % E % SbM Self-Sup. F-PointNet (ours)  83.87
Supervised F-PointNet 85.06

Carl Car2 Truck

Figure 6: Visualizations of 3D object seg- Table 4: Fine-tuning with SbM labels out-

mentation. We show colorized visualisa- performs self-supervised LDLS. 3D ob-

tions of the voxelized 3D segmentations of ject detection performance of LDLS [46],

our method, on Replica (top) and CARLA  frustum PointNet trained on SbM segmen-

(bottom). tations, and GT-trained frustum PointNet on
the CARLA test set at [oU@0.25.

PointNet model outperforms LDLS significantly. Our model also achieves close perfor-
mance to the fully supervised model. We show qualitative examples of the 3D detections
from LDLS and SbM fine-tuned frustum PointNet in Supplementary. This demonstrates that
the 3D segmentation labels produced by SbM are high quality and could be successfully
used to train 3D detection models without ground truth 3D annotations.

5 Conclusion

While visual recognition systems trained on large internet data have shown great advance-
ments, they still require a lot of additional human annotations to work well on novel domains,
unusual poses, or heavy occlusion conditions. Motivated by how humans learn, we utilize an
active agent that can move in the environment, discover objects, and generate its own pseudo-
labels for self-supervision. In both indoor and outdoor settings, we show that our method
significantly improves the performance of a pre-trained 2D detector in test environments for
rigid objects. Moreover, we show that our method can be used to train a 3D detector without
any human-provided 3D annotations. Our experiments with simple exploration policies and
realistic actuation noise show promising results for real-world conditions.

We believe that active visual learning remains an important problem for future work. We
note several limitations of our method: (1) our method assumes that the pre-trained detector
makes correct high-confidence predictions for at least some of the available views and the
experiments contain limited number of object classes; it may be helpful to use contextual
or common-sense cues to ensure accurate, highly confident defections occur in some views
for long-tail classes [44]; (2) for simplicity, we used a random exploration policy in our
method; recent works on active exploration [11, 12] can be used as the high level exploration
policy to make the data collection more efficient; (3) our method isn’t specifically designed
to handle more challenging object categories, such as objects with complex articulated parts;
(4) finally, applying this method on a real robot is a direct avenue for future research.
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