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Abstract

Many person re-identification methods possess the following two limitations: (i)
They suffer from missing body parts and occlusions. (ii) They fail to get diverse visual
cues. To handle these problems, we proposed a Multi-Granularity Hypergraphs and Ad-
versarial Complementary Learning (MGHACL) method. We specifically first uniformly
partitioned the input images into several stripes, which were used later to obtain multi-
granularity features. Afterward, we used the proposed MGHACL to study the high-order
spatial relations between these features (which makes the studied features robust) and the
complementary information of these features (which contain different visual cues). Next,
we integrated the studied high-order spatial relation information and the complementary
information to improve the representation capability of each regional feature. Moreover,
a supervision strategy was used to learn to extract more accurate global features. Exten-
sive experiments demonstrate that our method outperforms the state-of-the-art methods
on four holistic person RelD datasets and two occluded RelD datasets.

1 Introduction

Person re-identification aims to find all the pictures in the gallery that are most likely to
belong to the same identity as a given picture. It plays an important role in many applications,
such as video surveillance, human identity validation, and autonomous driving [8, 29, 41].
However, many existing reID methods may achieve a sub-optimal solution due to occlusion
and failing to get the diverse visual cues.

In recent years, to enhance the robustness of learned features, researchers have proposed
a part-based method, which can be classified roughly into three categories. The first method
[19, 27, 45] uses human semantic or posture information to divide pedestrian pictures into
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different parts. The auxiliary information makes input richer, improving the performances.
However, it needs to be manually labeled, which brings high costs, or obtained through pose
estimation algorithms, which makes the model overly rely on the accuracy of these algo-
rithms. The second method [3, 6, 20, 38] uses the attention network to focus on the informa-
tive regions. It can locate discriminative visual cues without additional information, which
is very concise and efficient. However, a problem with this method is that it usually tends
to extract the most salient features, while the re-identification of a pedestrian may addition-
ally count on numerous cues suppressed by the most salient information. The third method
[9, 23, 25, 39] divides the feature map into fix-height horizontal strips. This method gen-
erates more discriminative local features, but it considers each local feature separately and
ignores the relations between them, which reduces the performance of the model. Speaking
of mining different cues as much as possible, some researchers have proposed methods of
suppressing salient features obtained by manually setting a threshold [17] or a class activa-
tion map (CAM) [28]. An achievable challenge of these methods is that the setting of the
threshold is very technical and the CAM is required to retrain the model.

To address the above problems, we propose the Multi-Granularity Hypergraphs and Ad-
versarial Complementary Learning for person re-identification. Specifically, we first divide
the feature map horizontally to obtain a fixed number of stripes, which are used to obtain
a multi-granularity feature set. Then we use the proposed Multi-Granularity Hypergraphs
Learning (MGHL) to explore the high-order spatial relations between features of the fea-
ture set, thereby enhancing their robustness. Next, we use the Adversarial Complementary
Learning (ACL) to fully mine complementary information of each feature by erasing its
corresponding area in the original feature map separately. Finally, we integrate the learned
relations and complementary information to improve the representation ability of each re-
gional feature. Moreover, we also use a supervision strategy to extract more accurate global
features. The combination of global features and local features makes our model learn better.

In summary, we have made three major contributions: (1) We propose the MGHL to
integrate the high-order spatial relations between the multi-granularity regional features, im-
proving their robustness. (2) We propose the ACL to learn complementary information of
each regional feature, which can mine diverse visual cues. (3) We also use a supervised
strategy to extract more accurate global features and integrate the global features with these
regional features, forming the final more powerful representations of pedestrians.

2 Related work

2.1 Part-based methods

A part-based method is proposed to solve the body part misalignment. Several works [2,
19, 34] in recent years push the performance of person relD to a new level with the aid of
pose estimation and human semantic parsing. [19] proposed a model named SPRelD, where
human semantic parsing is introduced to assist the extraction of local features. Compared
with the method based on bounding box part detection, it avoids explicitly detecting human
body parts. While this method is difficult to ensure the semantic consistency of different im-
ages in terms of the pose variations and occlusion. [46] achieve state-of-the-art performance
by proposing a solution called Viewpoint-Aware Loss with Angular Regulariza-tion, which
effectively models the distribution on bothidentity-level and viewpoint-level. [34] extract se-
mantic local features using several keypoints detected by a pose estimation model trained on
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Figure 1: The architecture of our Multi-Granularity Hypergraphs and Adversarial Comple-
mentary Learning (MGHACL).

COCO [21]. However, this method makes the performance of the model rely on the accuracy
of the estimation algorithm and requires an auxiliary pose dataset.

Benefiting from person structure, other common solutions of the part-based method di-
vide the feature map into several horizontal parts, whose embeddings are trained with non-
shared classifiers. These methods can extract robust local features without requiring addi-
tional information. To learn part-level features, [31] propose a network named PCB, which
conducts uniform partition on the conv-layer rather than the images, and a refined part pool-
ing (RPP) method, which generates refined parts with enhanced within-part consistency.
This method is effective except in the case of occlusion. The joint learning of local and
global features has been proved to be effective in alleviating occlusion. To this end, the
Multiple Granularity Network (MGN) [35] based on PCB combines global features and dis-
criminative regional features, which are learned in different branches. But the performance
of MGN is sensitive to the global features extracted by the backbone from the entire pic-
ture containing random background information. To extract more robust global and local
features, [39] propose a novel pyramidal model that incorporates both the coarse-to-fine fea-
tures and the gradual cues between them. One advantage of this method is that even in the
case of misalignment, it can still work well by matching on different scales. However, this
method considers each feature individually and ignores the relations between them, limiting
the performance of the model.

2.2 Hypergraph learning

In recent years, many researchers have extended their research on the convolutional neural
networks (CNNs) to Graph Convolution Network (GCNs) and achieved promising results
in many common computer vision tasks, such as image classification [7], image semantic
segmentation [22]. But GCN is few introduced to Re-ID tasks. [30] proposed a similarity-
guided graph neural network to update the probe-gallery similarity using the pairwise re-
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lations between probe-gallery pairs. [16] proposed a framework named Part-based Hierar-
chical Graph Convolutional Network, which constructs a hierarchical graph to represent the
pairwise relations among different parts and performs both local and global feature learning
by the messages passing.

However, GCNs cannot assign different weights to neighbor nodes. [33] introduced
an attention-based architecture named Graph Attention Networks (GATs), which can ad-
dress the shortcomings of prior methods based on graph convolutions using masked self-
attentional layers. The studies in [3, 34] show that besides one-order information, high-order
one should be imported and may work better for person ReID. While GATs would lead
to over-smoothing problems when leveraging higher-order neighbors. To overcome such
limitations, the hypergraph neural networks (HGNNGs) [1, 10, 18] are proposed recently to
learn high-order correlations in hypergraphs by using deep neural networks. [37] propose a
HGNN architecture, namely Multi-Granular Hypergraph (MGH), to exploit temporal depen-
dencies in videos. However, this method focuses on exploring multi-granular temporal cues
in video-based person re-ID and is not suitable for our image-based person re-ID. Motivated
by this work, a hypergraph was constructed in our work. Differently, our method focuses
on exploring the high-order spatial cues between multi-granularity features extracted from a
person image, resulting in more robust feature representations.

2.3 Diversity feature mining

Deep learning models tend to focus on the most salient information while ignoring some
potentially salient but useful cues. However, the re-identification of a person may rely on
various clues hidden by the most salient features. To solve this problem, researchers pro-
posed to reversely improve the feature extraction ability of the model by suppressing the
high response area of the feature map. [17] propose a Self-attention Guided Adaptive Drop-
Block Network (SaADB) for person re-ID, which can adaptively erase the most discrimina-
tive regions. However, this method returns a drop mask according to a predefined threshold,
which is a technical work. [6] propose a Salient Feature Extraction (SFE) unit, which can
adaptively extract potential salient features by suppressing the salient features learned in
the previous cascaded stage. This strategy can be seen as an explicit drop scheme, which
enables the network to discover diverse visual features. While it is limited by the number
of cascading layers and causes high coupling of the network. For occluded RelD, diver-
sity features are also important. To obtain more useful information related to the person
identity, [45] propose the identity-guided human semantic parsing method for aligned per-
son re-identification, which can locate personal belongings in addition to human parts. [15]
presents a novel method named Matching on Sets (MoS), which can positions occluded per-
son re-ID as a set matching task without requiring spatial alignment.

3 The proposed method

Given a set of images [ = {I,b,...,Ix} containing N images, we use a CNN backbone
network BN to extract individual feature maps. As a result, we get three-dimensional tensors
{F;|¥_, } with shape C x H x W, where C is the number of channels, and H and W represent
the spatial height and width of the tensor, respectively.

Our framework is illustrated in Fig.1. First, we equally divide the feature map F into six
horizontal parts, each of which has the size of C x (H/6) x W, assuming H can be divided by
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six. In a similar spirit to the pyramidal model proposed in [39], we get a set of 3-dimensional
submaps P = {f!|l=1,---,6,k=1,---,7—1} as shown in Fig.2. We next apply a 1 x 1
convolution layer with batch normalization and ReLU to each submap, resulting in a set of
regional features F = { f,f € R°}. We then use the proposed Multi-Granularity Hypergraphs
and Adversarial Complementary Learning (MGHACL) to optimize these features.

HH T

Figure 2: TIllustration of the submaps P. Each of submap in P capture the discriminative
information of different spatial scales.

3.1 Multi-Granularity Hypergraphs Learning

Inspired by HGNN, we propose a novel and powerful hypergraph structure to model the high-
order spatial relations between multi-granularity features instead of the pairwise relations.
The method can be described in detail as follows.

Hypergraph construction. Without loss of generality, we formulate the hypergraph as
G(V,E&), where V and & represent the set of nodes and hyperedges respectively. We regard
the multi-granularity feature set F as the graph nodes set V, whose bottom-level nodes rep-
resent smaller stripes of the image, while higher level-nodes represent combination of the
above. The hyperedges are defined in detail as follows.

We define any two nodes v; and v; in V as a neighbor if the area corresponding to one
node is a subarea of the area corresponding to another node. For any node v; € V, where
i€{1,2,...,21}, we denote all its neighbors as N (v;). Then we connect v; with its neighbor
nodes whose layer is lower than v; by m using a hyperedge defined as follows.

eim={vi, Wi e N (vi)}, s.t. I, L, =m, (1)
where /,, and [,; represent the number of layers of v; and v; respectively. For node v;, we

setme {1,2,...,1,, — 1}. In this way, we can get /,, — 1 hyperedges containing the node v;,

which we denote as H(v;) = {e,»7m|i;":_ 11

Hypergraph reasoning. After getting the hypergraph, we can update the nodes by prop-
agating the information between them. To this end, we designed a hypergraph neural net-
work, which takes the nodes set and hyperedges set as input. Specifically, for node v;, we
perform a hyperedge pooling operation on each of its hyperedges separately to obtain corre-
sponding hyperedge features, which can be formulated as:

vi€eim
b= ) Vi Veim €H (1), @)
J#i
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Figure 3: (a) Illustration of Multi-Granularity Hypergraph Learning. Here, we take v;¢ as an
example to show node feature propagation. (b) Illustration of Adversarial Complementary
Learning. Here, we show a process of extracting the complementary feature of v}. Other
features are similarly computed. C is concatenation operation, ¢ is a 1 x 1 convolution layer
with batch normalization and ReLLU, and & is element-wise addition.

where Vlj ! represents the node feature of v ; in layer [ — 1 of our proposed network. Then

we can know the importance of each hyperedge associated with the node by comparing the
similarity between the hyperedge feature and the node feature:

I CRL)
e G0 ) ?

where S is a similarity estimation function, which is achieved by cosine similarity in our
work. Then we can integrate the hyperedge features as follows:

Iy —1

= ¥ Alb @

Finally, we concatenate the aggregated hyperedge feature and the previous node feature
along the channel dimension and fed the combination to a fully connected layer to update
the node feature. The whole process can be described by the following formula:

W —Wl(c(l l,ﬁf)), (5)

where W/ is the learnable weight matrix and C is a concatenation operation. We take node vi¢
as an example to illustrate the above process, as shown in Fig. 3(a). The above updating pro-
cess will repeat for the preset r times, resulting in an output node feature set V;,; = {v}|; 21 1 )

3.2 Adversarial Complementary Learning

Neural networks tend to focus on the most salient information while may ignore some po-
tentially salient but useful cues. To alleviate this problem, we propose Adversarial Comple-
mentary Learning (ACL), which can mine the diverse discriminative visual cues by learning
complementary information of each feature in the V. Note that it is unnecessary to learn
the complementary information of v5, as its corresponding area in F is the entire feature
map. Specifically, we copy F 20 times, getting 20 copied feature maps {F;|?°;}. To learn
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the complementary cues ¢; of v € V,;, we erase the area corresponding to v} in the F;, and
obtain ¢; by feeding the erased feature map to a fully connected layer. Then we concatenate

vi and g;, and apply a 1 x 1 spatial convolutional layer to it, getting the complementary cues
;

c¢;- We then use skip connections to integrate the v and ¢;, resulting in the final feature v; .

Finally, we get an enhanced local feature set {vlf 129,}. As shown in Fig. 3(b), we take the
generation of v{ as an example to illustrate the working process of ACL.

3.3 Supervised global features

A lot of research has proved that combining global and local features is an effective solution
to improve performances in a person re-identification task. To extract more precise global
features, we use a supervised strategy. Specifically, we copy F two times and feed the copied
feature maps into two 1 x 1 convolution layers to generate global features f = {fq1,fe2}
with size of c. Then we use two specific local features f; = {v{z,v{s}, which uniformly
divide the feature map into two parts in the training stage, to supervise the global features
fc. In this way, the first c-channel global features f,1 should be closer to the upper part

feature V{z and in the same way, the second c-channel global feature fy> should be closer to
the bottom part feature v{ 5, which makes final global features more robust.

3.4 Training and inference

During the training stage, the overall loss function is a combination of cross-entropy loss
with label smoothing [32], batch-hard triplet loss [13], and mean squared error(mse) loss,
which is formulated in following Eq. 6.

L=Le+ ‘Ctriplet + Lonse- (6)

When inferring, enhanced local features {vlf 29,,v5,} generated by MGHACL and more

i=1>
accurate global features { fy; |12=1} are concatenated together as the final image representation.

3.5 Extension to different numbers of parts

So far, we describe our method assuming that the feature map F is uniformly divided into
six parts. Without loss of generality, we can use different numbers of horizontal parts for the
person representation, such as {6,4,2} indicating that the initial feature map is uniformly
divided into six, four, and two horizontal parts. Then our method is applied to do similar
processing for different divided cases, obtaining different local features and global features,
which are concatenated together later to form the final features for re-ID. Note that these
features share the same backbone network with the same parameters.

4 Experiments

4.1 Datasets and evaluation metrics

Datasets. We evaluate our proposed method on four holistic person RelD datasets, including
Market-1501 [40], CUHKO3 [43], DukeMTMC-relID [42] and MSMT17 [36], and two oc-
cluded RelD datasets, including Occluded-Duke [24] and Occluded-RelD [47]. The details
of these datasets are summarized in Table 1.
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Evaluation metrics. We adopt the Cumulative Matching Characteristics (CMC) at Rank-
1 and mean Average Precision (mAP) as the evaluation metrics on all datasets.

] Dataset \ image  Camera Identity train query  gallery ‘
Market-1501 32,668 6 1,501 12,936 3,368 15913
CUHKO3-labeled 14,096 2 1,467 7,368 1,400 5,328
CUHKO3-detected | 14,097 2 1,467 7,365 1,400 5,332
DukeMTMC-reID | 36,411 8 1,812 16,522 2,228 17,611
MSMT17 126,441 15 4,101 32,621 11,659 82,161
Occluded-Duke 35,489 8 1,812 15618 2,210 17,661
Occluded-ReID 2,000 - 2,00 - 1,000 1,000

Table 1: Statistics of datasets used in our work

4.2 Implementation details

We use the PyTorch [26] to implement our proposed MGHACL model. The backbone net-
work is the ResNet-50 [11]. All images are resized into a resolution of 384 x 128. The
feature dimensions C and c are set to 2048 and 256, respectively. In the training stage, the
mini-batch size is set to 64, in which we randomly select 16 identities and 4 images for each
identity and the hypergraph layer r = 1. We use the Stochastic gradient descent(SGD) as our
optimizer with the momentum 0.9 and the weight decay factor 0.0005. We train our model
for 90 epochs. A learning rate for the backbone network and other parts are initially set to
le-3 and le-2 respectively, then divided by 10 after 40, 60 epochs, respectively.

4.3 Comparison with state-of-the-art methods

We compare our proposed method with current state-of-the-art methods on person relD
datasets in Table 2. Results in detail are shown as follow:

Results on Holistic Datasets. On Market1501 and DukeMTMC-relD, our method is the
second best results and the best result is VA-reid [46] on metrics Rank-1 and mAP respec-
tively. Compared with our method, VA-reid [46] using a more strong bockbone SeResnext
with a large number of model parameters. As reported in Table 2, MGHACL exceeds RGA
[38]/Pyramid [39] by 5.1%/3.0% on metrics Rank-1/mAP on the CUHKO03-detected dataset
and exceeds RGA [38] by 6.8%/4.7% on metrics Rank-1/mAP for the CUHKO03-labeled
dataset, showing a significant improvement over the current best state-of-the-art method.
Notice that Pyramid [39] uses a more strong backbone resnet101 and also generates a fine-
to-coarse feature set. While our model surpasses Pyramid by 9.0%/5.2% on metric Rank-
1/mAP on the CUHKO3-labeled dataset. On the large scale MSMT17, in comparison with
all other approaches, our MGHACL achieves the best performance which outperforms the
second best approaches [4] by 0.7%/0.5% in mAP/Rank-1 accuracy, respectively.

Results on Occluded Datasets. As we can see in Table 3, our method sets a new
state-of-the-art performance and outperforms other four kinds of methods on the two oc-
cluded datasets. Specially, our method significantly outperforms the second best approaches
by 4.8%/2.5% on the occluded-Duke dataset, and 9.3%/1.1% scores on the occluded-Reid
dataset in terms of mAP/Rank-1.
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CUHKO03

Method Market1501 Tabeled Detocied DukeMTMC-relD MSMT17
mAP Rank-1 | mAP Rank-1 \ mAP Rank-1 | mAP Rank-1 mAP  Rank-1
RGA [38] 88.4 96.1 774 81.1 74.5 79.6 - - 57.5 80.3
PCB [31] 774 92.3 - - 54.2 61.3 66.1 81.8 - -

PCB+RPP [5] 81.6 93.8 - - 57.5 63.7 69.2 83.3 40.4 68.2
MHN(PCB)[3] | 85.0 95.1 724 712 65.4 71.7 712 89.1 - -
MGN[3] 86.9 95.7 67.4 68.0 66.0 68.0 78.4 88.7
RN [25] 88.9 95.2 75.6 719 69.6 74.4 78.6 89.7 - -
ABDNet [4] 88.2 95.6 - - - - 78.6 89.0 60.8 823
TANet[14] 83.1 94.4 - - - - 73.4 83.1 46.8 75.5
Pyramid[39] 88.2 95.7 76.9 78.9 74.8 78.9 79.0 89.0 - -
SPRelD[19] 81.3 92.5 - - - - 70.9 84.4 - -
OSNet [44] 84.9 94.8 - - 67.8 723 735 88.6 52.9 78.7
ISPRelD [45] 88.6 95.3 74.1 76.5 714 752 80.0 89.6 - -
VA-reid [46] 91.7 96.3 - - - - 84.5 91.6 - -
MGHACL(ours) | 89.4 96.2 82.1 87.9 71.8 84.7 80.9 90.1 61.5 82.8

Table 2: Performance (%) comparisons of our models with the state-of-the-art results on
Market1501, CUHKO3, DukeMTMC-relD and MSMT17 datasets.

Occluded-Duke | Occluded-RelD

Method
mAP Rank-1 | mAP Rank-1
DSR [12] 30.4 40.8 62.8 72.8
PCB [31] 33.7 42.6 38.9 41.3

PGFA [24] 373 514 - -
HORelD [34] 43.8 55.1 70.2 80.3
MGHACL(ours) | 48.6 57.6 79.5 81.4

Table 3: Performance (%) comparisons of our models with the state-of-the-art results on
Occluded-Duke and Occluded-RelD datasets.

4.4 Ablation study

In Table 4, Baseline is trained only on the backbone Resnet-50. After the backbone, a feature
set containing 21 256-dimension local features is extracted in a similar spirit to the pyramidal
model proposed in [39]. Then classification loss and triplet loss are combined to train the
model. To demonstrate the effects of every component in our method, several variants are
then conducted based on the baseline. Table 4 shows the ablation study results, from which
several observations could be drawn:

(1) The first row shows the result of the Baseline. From the second row to the fourth row,
we can see that the MGHL, ACL, and SG can all improve the performance of the Baseline.
For example, The results in the second row demonstrate the effect of our MGHL, which
gives the performance gains of 0.3%/0.6% and 1.4%/1.2% for Rank-1/mAP accuracy on the
Market1501 and CUHKO03-labeled datasets respectively.

(2) The results in the next three rows demonstrate the effect of combining two com-
ponents. For example, The fifth row shows that the Rank-1/mAP can be further improved
(0.6%/0.9% on Market1501, 2.2%/2.4% on CUHKO3-labeled) by combining the MGHL
with ACL. This proves that it is effective to explore the high-order spatial relations between
multi-granularity features and their complementary information. Besides, the results in the
sixth and seventh rows show combining SG with ACL or MGHL is better than using them
alone, which reveals that better results can be achieved by combining two components.
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Market-1501 CUHKO3-labeled
Model | MGHL  ACL SG  Ext - s RS R10 [ mAP RI RS R0
Baseline X X X X | 879 952 981 985 | 779 844 962 979
7 885 055 983 987 | 79.1 858 967 982
884 954 983 986 | 79.6 859 967 982
v 884 954 984 987 | 795 853 965 98.1
Basclines v v 888 958 985 986 | 803 866 969 98.1
< o 887 957 986 989 | 809 867 970 98.4
v v 886 957 98.6 988 | 80.1 866 969 98.3
v VAV 890 96.1 986 989 | 815 871 97.1 984
v v v | 892 961 986 989 | 81.9 877 972 984
MGHACL | + V7V | 894 962 987 990 | 821 879 974 984

Table 4: Ablation studies of MGHACL on Market-1501 and CUHKO03-labeled in terms of
Rank-1, Rank-5, Rank-10 accuracy(%) and mAP(%).

(3) From the eighth and ninth row, we can see that combining three components per-
forms better than combining two components in terms of Rank-1 and mAP accuracy. Par-
ticularly, the ninth row show that the improvement by our method is primarily owing to the
MGHACL. More robust local features and more accurate global features can further improve
the performance of person re-identification. The last row shows that our model that using
all components performs best, which suggests that exploiting part-level features of multiple
scales is also important.

5 Conclusion

In this paper, we propose a novel framework Multi-Granularity Hypergraphs and Adver-
sarial Complementary Learning to address person reID. The proposed framework can not
only effectively explore the high-order spatial relations between multi-granularity features
by specifically designing a hypergraph neural network but also fully mine potentially salient
but useful cues by explicitly exploring complementary information of multi-granularity fea-
tures. Moreover, we also use a supervised strategy to extract more accurate global features,
which combined with local features can improve the performance of the model. A large
number of experiments were conducted on four holistic person ReID datasets and two oc-
cluded RelD datasets, where the proposed framework outperformed recent state-of-the-art
methods.
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