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Abstract

Despite the advances in the field of generative models in computer vision, video
stabilization still lacks a pure regressive deep-learning-based formulation. Deep video
stabilization is generally formulated with the help of explicit motion estimation modules
due to the lack of a dataset containing pairs of videos with similar perspective but differ-
ent motion. Therefore, the deep learning approaches for this task have difficulties in the
pixel-level synthesis of latent stabilized frames, and resort to motion estimation modules
for indirect transformations of the unstable frames to stabilized frames, leading to the
loss of visual content near the frame boundaries. In this work, we aim to declutter this
over-complicated formulation of video stabilization with the help of a novel dataset that
contains pairs of training videos with similar perspective but different motion, and ver-
ify its effectiveness by successfully learning motion blind full-frame video stabilization
through employing strictly conventional generative techniques and further improve the
stability through a curriculum-learning inspired adversarial training strategy. Through
extensive experimentation, we show the quantitative and qualitative advantages of the
proposed approach to the state-of-the-art video stabilization approaches. Moreover, our
method achieves ∼ 3× speed-up over the currently available fastest video stabilization
methods.

1 Introduction
The prevalent integration of high-quality cameras in hand-held devices, has enabled the gen-
eral population to record the memorable moments of their life, but it still requires profes-
sional equipment to record stable videos. Thus, considerable literature has been devoted to
solving the video stabilization problem. Despite the advances in the generative deep learn-
ing models, there is still a long way to go for deep-learning-based approaches to truly take
over in video stabilization from the traditional reconstructive feature-tracking [19, 20] and
trajectory optimization [8, 18] methods.

Recently, Wang et al. [28] released the DeepStab dataset, which is the first large-
scale dataset for video stabilization. This dataset is captured with two synchronized cam-
eras placed on a contraption fixed around the base of a mechanical stabilizer. The camera
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Figure 1: (a) An illustration of the perspective mismatch in the DeepStab dataset and our
proposed Dataset Generation Pipeline (DGP). (b) Large non-overlapping regions (transpar-
ent purple zone) present in the DeepStab dataset [28] along with the minimized perspective
difference in our dataset. (c) A visual description of iterative frame interpolation leading to
visual stability and smooth camera trajectory.

placed on the physical stabilizer captures the stable video while the camera on the contrap-
tion rotates freely along the stabilizer and records unstable videos. Due to the rotational
motion of the unstabilized camera, both of the recorded videos often contain a significant
non-overlapping field-of-view, and a perspective mismatch (as shown in Figure 1). This in-
consistency in the perspective makes it difficult for the models to learn the direct pixel-level
spatio-temporal relations of unstable videos to their stable counterparts. Thus, video stabi-
lization is generally defined with the help of dense optical flow estimation modules and the
networks learn to warp the original frames instead of synthesizing them [32]. This warping
generally entails a substantial cropping near the frame boundaries and temporal distortions
in the stabilized videos. To overcome this problem, we provide a new dataset by extending
and improving the idea of iterative frame interpolation leading to smooth motion trajectories
as presented in [2] to generate stable and unstable training videos which virtually share the
same perspective (highlighted in yellow in Figure 1 (b)). Through our experiments with the
proposed dataset, we attempt to declutter and relieve the dependence on motion-awareness
in the formulation of video stabilization pipelines, and demonstrate that full-frame video sta-
bilization can be formulated with conventional network architectures and modules without
explicit motion awareness. In addition, we further propose a contrastive motion loss and
a temporal adversarial training strategy to produce more stable and temporally consistent
full-frame videos. Our proposed stabilization network compares favorably to the currently
available motion-aware solutions, and we summarize our contributions as follows:

• Unsupervised dataset generation: we introduce an unsupervised and extensible video-
frame-interpolation-based strategy to produce equi-perspective stabilized videos from
unstable videos captured from hand-held devices.

• Motion blind full-frame video stabilization: we declutter the overly complex video
stabilization formulation and propose the first ever motion blind deep stabilization
network with the help of the proposed equi-perspective dataset.

• Curriculum Learning strategy: we present a targeted sequential learning strategy
where we allow the same network to focus on multiple aspects of stabilization in dif-
ferent stages.
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