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Abstract

We propose a new and completely data-driven approach for generating a photo-
consistent image transform. We show that simple classical algorithms which operate in
the transform domain become extremely resilient to illumination changes. This consid-
erably improves matching accuracy, outperforming the use of state-of-the-art invariant
representations as well as new matching methods based on deep features. The trans-
form is obtained by training a neural network with a specialized triplet loss, designed
to emphasize actual scene changes while attenuating illumination changes. The trans-
form yields an illumination invariant representation, structured as an image map, which
is highly flexible and can be easily used for various tasks.

1 Introduction
Image processing and computer vision (CV) tasks often benefit from representations which
are invariant to certain image changes. Photo-consistency is a highly desired property, essen-
tial for tasks based on color and contrast cues, such as matching, registration and recognition.
Traditionally, illumination invariant representations were designed in a model-based manner.
Lately, with the rise of deep learning, new data-driven algorithms are proposed to solve the
problem. However, the physical assumptions and the models used for the data-driven ap-
proaches appear to limit their performance. We thus seek a very general, unconstrained,
learning approach.

In this paper we propose a new paradigm for generating an illumination invariant image
map. It is an unconstrained representation, generated in a self-supervised manner, com-
pletely data-driven, without using limiting inaccurate assumptions, such as the Lambertian
model. We impose mild scale-consistency and geometrical constraints. The surprising repre-
sentation derived by the training process provides new insights on invariant representations
for matching. It can be used as a pre-processing stage for a wide variety of classical and
learning-based algorithms, making them considerably more robust to lighting conditions.

To accomplish this, we design a deep neural network, referred to as PhIT-Net (Photo-
consistent Image Transform Network). It is trained in a self-supervised manner, using mul-
tiple sets of images of the same scene under different illuminations. This is illustrated in Fig.
1. We validate our proposed transform by various means. First, we show that images of the
same scene, illuminated differently, are indeed represented in a very similar manner. This is
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Inference: Invariant 
representation from 
a full single image.

Training: A patch triplet from two images of a single scene under different illumination.
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Figure 1: PhIT-Net learns a transformation using patch triplets taken from image pairs under
different illumination conditions. In inference time the transformation creates an invariant
representation from a single input image. The architecture is based on U-Net.

compared to other representations which seek illumination invariance. Next, we investigate
the usability of our approach. Quantitative experiments are performed for patch matching
and for rigid registration. Results are compared to state-of-the-art photo-consistent represen-
tations and to novel algorithms based on deep features. In both cases, we show our approach
consistently yields superior results.

2 Related Work
There are two main branches of photo-consistent representations. The first approach attempts
to estimate a physical quantity, the albedo (or reflectance) of objects in the image. Since
the albedo is not affected by illumination and shading, it is inherently photo-consistent. A
second branch is based on photo-consistent transforms, which serve to improve computer
vision tasks, such as matching or registration. Our approach belongs to the latter.
Seeking the elusive albedo. Finding an intrinsic image representation is a long standing
problem in computer vision. In [1, 20] the Retinex theory was introduced, followed by
numerous algorithms, such as [8, 12, 18, 26, 28], with the aim of estimating reflectance and
shading from a single image. Following the model by Barrow et al. [1], which assumes
a Lambertian world, an image I is decomposed by I = A � S, where A is albedo and S is
shading. When this decomposition is based on a single image, it is referred to as SIID (Single
Image Intrinsic Decomposition) [3, 21, 24]. Obtaining the albedo with SIID techniques is
a hard ill-posed problem. Recent self-supervised deep learning algorithms attempt to learn
this decomposition using extensive image data. In [21], Lettry et al. created a synthetic
dataset of scenes with images under different illumination and trained a Siamese network
[5] to decompose images into albedo and shading. In [22], Li and Snavely learn an albedo-
shading decomposition by using natural photos in a dataset referred to as “BigTime” of
indoor and outdoor scenes, each having several images with different lighting conditions.
Recently, in [23] a dataset composed of Google street time-lapses is used to build an intrinsic
decomposition approach. This method can work with time-lapses also at test time. They
demonstrate their approach for the task of artificial scene relighting. Both [21] and [22]
evaluate their results against ground truth intrinsic datasets, e.g. [3, 14]. The applicability of
their albedo estimation for improving the performance of computer vision tasks is not tested.
We use the BigTime dataset to develop our proposed photo-consistent transform.
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