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Abstract

Deep learning methods have led to remarkable progress in multiple object tracking
(MOT). However, when tracking in crowded scenes, existing methods still suffer from
both inaccurate and missing detections. This paper proposes Detection Refinement for
Tracking (DRT) to address these two issues for people tracking. First, we construct an
encoder-decoder backbone network with a novel semi-supervised heatmap training pro-
cedure, which leverages human heatmaps to obtain a more precise localization of the
targets. Second, we integrate a "one patch, multiple predictions" mechanism into DRT
which refines the detection results and recovers occluded pedestrians at the same time.
Additionally, we leverage a data-driven LSTM-based motion model which can recover
lost targets at a negligible computational cost. Compared with strong baseline meth-
ods, our DRT achieves significant improvements on publicly available MOT datasets. In
addition, DRT generalizes well, i.e. it can be applied to any detector to improve their
performance.

1 Introduction
Robust and well-performing MOT algorithms are vital for applications ranging from au-
tonomous vehicles to automated video analysis and surveillance. However, in crowded
scenes, we still suffer from various challenges, such as occlusion, complex and cluttered
backgrounds, pose variations, etc.

Most state-of-the-art trackers, e.g. [4, 10, 41, 44], adopt the tracking-by-detection prin-
ciple, which consists of two major steps: (1) Detecting all objects frame by frame; (2) As-
sociating targets in different frames. Therefore, the performance of MOT relies greatly on
the detection results. Despite the encouraging progress from better detectors [23, 29], there
are still two main problems with MOT in complex scenarios and high-density crowds, as
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